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Chapter 4

Physics for understanding life

Patricia Bassereau, Angelo Cangelosi, Jitka Čejková, Carlos Gershenson,
Raymond Goldstein, Zita Martins, Sarah Matthews, Felix Ritort, Sara Seager,

Bart Van Tiggelen, David Vernon and Frances Westall

4.1 Introduction
Felix Ritort1 and Bart Van Tiggelen2
1University of Barcelona, Barcelona, Spain
2Laboratoire de Physique et de Modélisation des Milieux Condensés, University
Grenoble Alpes/CNRS, Grenoble, France

Infinitely many challenges exist for physics and science in general to understand
life and human behaviour. Many of them were identified already a long time ago:
What is the nature of the human mind? Does life exist elsewhere in the Universe?
How did life emerge on Earth? Did molecules essential for life come out of space?
The huge progress in physics, chemistry, biology, computer science, and astrophy-
sics over the last decennia has made it clear that answers to these complex questions
have become within reach. They will emerge from the next generation of scientists,
forming collaborations using advanced technologies where frontiers between dis-
ciplines will eventually disappear.

We currently have a lack of knowledge of the early environmental conditions on
Earth when life emerged, especially because no well-preserved crust is known to exist
older than 3.5 billion years. Hopefully, a remnant of the ancient crust may be
discovered under the Antarctic ice cover. Removing the uncertainties around the
forcing of climate by the young Sun is a second major challenge. The Sun–Earth
connection must have played an essential role in the prebiotic chemistry, before life
was created. Finally, we are the first generation able to truly search for extra-
terrestrial life. Today we can send landers to targets in the Solar System and
remotely probe the atmospheres of exoplanets for biosignatures. Many new fly and
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probe missions are under study or even under design. Understanding how life is
created on Earth and unveiling life elsewhere is a tremendous challenge for mankind
that will change drastically our vision of the Universe.

In the past decades, physics has faced the challenge of unravelling hidden
principles that explain the marvelous complexity of living matter. While biology
and biochemistry have made huge steps over the past two centuries, a quantitative
understanding of life itself remains a formidable challenge. Life is permanently out-
of-equilibrium, and despite the major progress in physical and chemical sciences, we
still do not understand how to produce life from raw materials. Is it reasonable to
expect the advent of new physical laws or principles emerging from biological
studies? Is biology going to unveil a deep nexus with physics one day, as chemistry
already did a century ago? Finally, does natural evolution have the flavor of physical
law, or is it just conditional for life to exist? Almost sure, all these questions will be at
the core of physics research in this century.

Artificial intelligence and artificial life aim at answering to these questions posing
new and provocative challenges for the so-called fourth industrial revolution. Can
we build machines that solve tasks like humans do? Can we empower machines and
robots with brain-inspired algorithms? Will we ever understand how intelligence and
consciousness work and how we deal with uncertainty? Besides designing machines
and algorithms that behave as living beings, we would like to implement living
matter in the lab. Physics offers uncountable possibilities to build artificial wet life.
Compared to living cells, synthetic cells exhibit limited properties and function-
alities, yet there may be ways to organize living matter beyond what we see in
nature. A remarkable feat would be to develop artificial autonomous systems with
open-ended evolution, the feature that makes animate matter so different from
inanimate matter.

This chapter presents a collection of articles on these four topics by exposing the
main challenges that lie ahead in these exciting fields.
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4.2 Searching for life in the Universe: what is our place in the
Universe?

Sara Seager1 and Zita Martins2
1Massachusetts Institute of Technology, 77 Massachusetts Ave., Cambridge, MA
02139, USA
2 Centro de Química Estrutural, Institute of Molecular Sciences and Department of
Chemical Engineering, Instituto Superior Técnico, Universidade de Lisboa, 1049-
001 Lisboa, Portugal

For thousands of years, inspired by the star-filled dark night sky, people have
wondered what lies beyond Earth. Today, the search for signs of life is a key factor
in modern-day planetary exploration, both for in situ exploration of our own Solar
System’s planets and moons, and by remote sensing via telescopes of exoplanets
orbiting nearby stars. Planetary in situmeasurements enable us to search directly for
organics and even life itself. The holy grail of detection of life in our Solar System
would be to detect a ‘fingerprint’ of present or/past extraterrestrial life, either in the
atmosphere or regolith of planets, or in the oceans of the icy moons of Jupiter and
Saturn. Beyond our Solar System, we aim to detect a gas in an exoplanetary
atmosphere that might be attributed to life. A suitable ‘biosignature gas’ must be
able to accumulate in an atmosphere against atmospheric radicals and other sinks,
have strong atmospheric spectral features, and have limited abiological false
positives. This review summarizes the organic compounds that are representative
of potential biosignatures in planets and moons, and how to distinguish these from
prebiotic chemistry, it recalls the growing list of potential biosignature gases, as well
as the next generation of telescopes under construction or in development that have
the capability to detect biosignature gases in exoplanet atmospheres.

4.2.1 General overview

4.2.1.1 Introduction and motivation through the lens of time
As a species we have wondered about life beyond Earth for millennia, since at least
the time of the Greek philosophers (e.g., [1]). Hundreds of years ago some accepted
the concept of life elsewhere. A few of the Founding Fathers of the United States of
America are quoted with public statements in the late 1700s saying that stars were
suns with planetary systems1 [1]. After Bessel had invented new tools for astrometry
and quantified distances to stars, US school children in the mid-1800s Midwest were
reportedly taught not only about those stellar distances but also that there are
humans out there in planetary systems surrounding those stars [2].

Over a century ago, astronomers laid the foundations of the astronomical search
for life by remote sensing. Arcichovsky [3] proposed looking for vegetation

1 ‘The probability, therefore, is that each of these fixed stars is also a Sun, round which another system of worlds
or planets, though too remote for us to discover, performs its revolutions, as our system of worlds does round our
central Sun.’ Thomas Paine, in [1].
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signatures in the Moon’s Earthshine as a reference case for vegetation or chlorophyll
searches on other planets. In 1930, the famous astronomer Jeans described the
concept of oxygen as an atmospheric biosignature gas2.

The search for signs of life on Mars also began over one hundred years ago with
the sensational reports of canals onMars [5, 6]. About half a century later, the search
for signs of life by way of remote sensing spectroscopic analysis yielded a report of the
detection of the 3.4 micron absorption of vegetation onMars’ surface [7, 8], which was
later found to be deuterated water (HDO) in the Earth’s atmosphere [9]. In the 1960s
and 1970s, the first spacecrafts, the Mariners, took images of Mars on orbit, revealing
several extinct craters and volcanoes, but no canals or vegetation [10]. Hence, ideas
about canals and vegetation on Mars were completely dropped.

The in situ search for life beyond Earth began in earnest with the Mars Viking
lander missions [11]. No organic compounds were detected on the Martian regolith
above a threshold level [11]. This was due to two reasons: (i) technological problems,
as the gas chromatography–mass spectrometer (GC–MS) onboard the spacecraft
was not able to analyze and detect organic molecules in the regolith [12], and (ii) the
location of the search—on the surface of Mars—where several reactions (that were
unknown at the time) destroy organic compounds. These destructive reactions may
happen because of UV radiation [13–22], cosmic rays [23, 24] and oxidation species
[25], such as perchlorates. Indeed, perchlorates were detected directly on the Mars
regolith by the Wet Chemistry Laboratory (WCL) of the Phoenix spacecraft, and
indirectly by the Thermal Evolved Gas Analyser, with the analysis indicating the
thermal decomposition of perchlorate [26, 27].

While today sample return and in situ search for ancient and present-day life has
become within reach for Solar System bodies (including Mars, Europa, Enceladus,
and Titan), the search for signs of life on exoplanets will remain in the domain of
remote sensing. We know of thousands of planets beyond our Solar System, orbiting
stars other than the Sun, called exoplanets (figure 4.1; [28]). Nearly every star is
expected to have planets of some kind. While Solar System copies are hard to find
due to observation selection bias, planetary systems like our own appear to be rare.
Figure 4.1 shows that the observation of an Earth analog (an Earth-size planet in an
Earth-like orbit around a sun-like star) remains technologically out of reach. Hence,
today’s search for habitable worlds and signs of life is focused on a planet category
easier to discover and to observe than an Earth analog, such as Earth-sized or larger
planets orbiting small red dwarf stars. A planet orbiting a red dwarf has a larger
signal with currently favoured detection techniques than a planet of the same size
orbiting a sun-sized star or even larger. Nonetheless, committees dating back to the
1960s discussed space mission designs to search for Earth analogs. NASA’s

2 ‘It seems at first somewhat surprising that oxygen figures so largely in the Earth's atmosphere, in view of its
readiness to enter into chemical combination with other substances. We know, however, that vegetation is
continually discharging oxygen into the atmosphere, and it has often been suggested that the oxygen of the Earth's
atmosphere may be mainly or entirely of vegetable origin. If so, the presence or absence of oxygen in the
atmosphere of other planets should shew whether vegetation similar to that we have on earth exists on those
planets or not.’ [4].
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Terrestrial Planet Finder studies3 in the early 2000s led to the space-based, high-
contrast, direct imaging mission concepts of today that will be able to find and
identify a true Earth analog.

The study of exoplanetary atmospheres relies on remote sensing, blending
decades of solar-system-planet foundational work with new techniques developed
to cope with the exoplanet atmospheres’ low spectral resolution and the lack of
spatial or vertical resolution. With our first generation capability of observing
atmospheres of rocky exoplanets of suitable temperatures for life, eventually, the
goal is to search for ‘biosignature gases’, i.e., gases produced by life that can
accumulate in exoplanetary atmospheres to remotely detectable levels. The main
assumption we make is that life elsewhere uses a chemistry as life on Earth does, to
extract, store, and release energy for metabolism, and in this process generates waste
products as biosignature gases. Astronomical spectroscopy begun with the detection
of dark lines in the solar spectrum by Baker in 1801 and continues today with stellar,
planetary, and exoplanetary spectroscopy of ever-increasing sophistication. The
search for signs of extraterrestrial life will continue for the next century and beyond.

4.2.1.2 Origin of life, habitability, and signs of life
Since antiquity, the question of the origin of life has been under discussion. In the
beginning of the 20th century, Oparin and Haldane [30–32] suggested that the
atmosphere of the early Earth was strongly reduced, mainly composed of methane,

Figure 4.1. The distributions of known exoplanets as a function of their mass and period (left) and radius and
period (right). The observed semi-major axis is converted to period via Kepler’s third law. The color coding
denotes the method by which planets were detected. Some of the features in these diagrams are real, but many
are due to the current observational selection effects. Notably, the ∼4300 confirmed exoplanets have an
astonishing diversity in mass, size, and orbital period. Earth analogs are isolated on this log–log diagram,
supporting the point that they are technologically just out of reach. Figure reproduced from [29].

3 http://science.jpl.nasa.gov/projects/TPF/
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ammonia, water vapor, and molecular hydrogen [33]. According to Oparin and
Haldane, spark discharges in this atmosphere would generate organic compounds,
which would later accumulate in the ocean of the primitive Earth. Amino acids were
then experimentally synthesized in the laboratory by Stanley Miller using equipment
that mimicked the atmospheric and ocean conditions of the primitive Earth
suggested by Oparin and Haldane [34, 35]. However, towards the end of the
century, new data (e.g., geology information, composition of volcanic gases, models
of accretion of the Earth) showed that the atmosphere of the primitive Earth was not
reduced, but was composed of nitrogen, carbon dioxide, and water vapor [36–40], so
that this could not be the mechanism to produce significant amounts of organic
molecules [41–45]. Presently, the exact time and conditions associated with the
origin of life on Earth are the subject of intensive debates in the scientific community
(e.g., [46–57], section 4.6). Despite not knowing the exact mechanism of formation,
the first cell—the basic unit of life—must have needed water and organic molecules,
either formed abiotically on Earth or exogenously delivered [58]. The origin of life
was undoubtedly not unique to our planet, and it makes sense to search for
habitability conditions in other worlds.

The search for habitable worlds in our Solar System (figure 4.2) focuses on planets
and moons that have three main requirements: The presence of (1) a source of
energy, (2) elements essential for life that support a geochemical mechanism, and (3)
liquid water [59]. Liquid water is a solvent that is able to solubilize ions (cations and
anions), which is fundamental to generate ionic gradients between the inside and
outside the cells. In addition, water is also expected to be the most abundant liquid in
the cosmos [60]. In our Solar System, Mars is considered to have the right
habitability conditions as it was much wetter in its past, during the Noachian and
early Hesperian Eons [61, 62]. Furthermore, icy moons of our Solar System are
modelled to have rocky cores [63, 64], whose interaction with the subsurface ocean is
a fundamental condition to generate geochemical reactions. Europa and Enceladus

Figure 4.2. Potentially habitable planets or moons in our Solar System. Not to scale. Planet images credit,
Venus: JAXA, others: NASA.
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are amongst the icy moons in which water/rocky core interactions are present [65,
66], thus increasing the potential for finding signatures of life at these locations.

We may, on the whole, exclude giant exoplanets from the list of life-supporting
planet types as there is no solid surface below their atmospheres but rather a
compressed phase of hydrogen and helium at temperatures far too high to support
covalent bonds. Water vapor in a small rocky exoplanet atmosphere still is a key gas
in our search for habitable worlds.

Organic matter is widespread throughout the Universe, so to successfully detect
extraterrestrial life and its biosignatures, it is necessary to first distinguish between
abiotic matter and signatures of past or present life. Abiotic matter that may have
played a role in prebiotic chemistry just before life originated in our Solar System
may be studied by laboratory analysis of organic residues produced by simulated
photo- and thermo-processing of icy mixtures. They are considered as analogues for
the organic material synthesized in interstellar or circumstellar icy grains [67–72],
laboratory analysis of meteorites, micrometeorites, interplanetary dust particles
(IDPs) and Ultra-Carbonaceous Antarctic Micrometeorites (UCAMMs) [73–85],
on-site analysis of small planetary bodies (comets and asteroids), and laboratory
analysis of sample return missions from these small planetary bodies (see [86, 87] and
references therein).

A biosignature is a substance and/or a chemical pattern whose origin requires a
biological agent [88, 89]. A cell is made up of i) proteins, which in turn are made up
of amino acids, ii) genetic material, which is made up of nucleotides which in turn
are made up of nucleobases, ribose, and phosphates, and iii) a membrane consisting
of amphiphilic molecules spontaneously self-assembled into vesicles in water.
Proteins, genetic material, i.e., RNA, and DNA would be ideal biosignatures, but
they easily degrade under oxidizing and radiation conditions [90]. Furthermore, and
with very few exceptions, life on Earth uses L-amino acids and D-sugars, while on
meteorites mixtures of D- and L-amino acids have been detected (for a review [82,
83]). So chirality may be used as a tool to distinguish between abiotic organic
molecules and products of past or present life. In addition, stable carbon, nitrogen,
hydrogen, and sulfur isotope data of individual organic molecules may also be used
to make this distinction. Abiotic molecules formed in extraterrestrial environments
have been found to be enriched towards the heavy isotopes such as deuterium,
13carbon, and 15N [82, 83]). A likely biosignature deriving from molecular attributes
of amino acids and sugars would require to exhibit chiral asymmetry, as well as a
simple molecular distribution with structural isomer preference, and a light isotopic
composition [91]. A summary of targeted biosignatures and their level of priority for
future space missions in our Solar System is provided by Parnell et al [92].

To search for signs of life in an exoplanetary atmosphere, we make the
assumption that like on Earth, life elsewhere will use chemistry to extract energy
from the environment, to store energy, and will use the energy in a way that might
generate a by-product gas. In other words, we assume that life elsewhere produces
by-product ‘biosignature gases’. The biosignature gases must accumulate in an
exoplanet atmosphere to levels that astronomers can detect using next-generation
ground- and space-based telescopes. The general consensus is to look out for gases
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that are present in too high amounts for them to be produced by abiotic chemistry,
and that are also incompatible with their atmospheric and planetary environment. A
touted example is that the simultaneous presence of CH4 and O2 could be a clear
indicator of life, because CH4 (a reduced gas) would be rapidly destroyed by
reactions with the types of molecules present in a highly oxidized environment.
However, both were never seen to be simultaneously present at high enough levels
on Earth for this idea to be validated [93, 94]. Researchers are working hard to come
up with many scenarios where a particular gas could be attributed to life given the
context of a certain planetary environment. Part of this flourishing research area is
complicated by false positives. This happens, for instance, when a biosignature gas is
in reality produced by abiotic processes. For a comprehensive review see [95]. A key
challenge is to overcome the problem that many gases of real interest may not be
detectable and that those that can be detected may not be robustly associated with
life without excluding false-positive scenarios.

There is a growing list of gases that are being considered as candidate
biosignatures. These gases are input in computer programs to simulate their survival
against destructive photochemistry and to assess their detectability by remote
observations with future telescopes. The gases include dimethyl sulfide (DMS or
(CH3)2S) [96–98]; nitrous oxide (N2O) [99]; methyl chloride (CH3Cl) [100, 101];
phosphine (PH3) [102]; isoprene (C5H8) [103]; and ammonia NH3 [104, 105] and
other amines [104]. The unique approach by Seager et al (2016) aims to exhaustively
sort through all classes of potential biosignature gases in order to find new
biosignatures. More details can be found in reviews [95, 106, 107].

4.2.1.3 Solar System planets and moons: current status, and future plans
The planet Venus seems to be an unlikely abode for life due to the massive CO2

greenhouse atmosphere creating surface temperatures of 700 K, too hot for complex
molecules to survive, and thus too hot for life of any kind. However, for over half a
century [108], people have speculated that life may exist in an aerial biosphere,
populating the Venus atmosphere’s clouds at altitudes of 48–60 km above the
surface where temperatures are suitable for life. The clouds are permanent and cover
Venus completely. Yet, the Venus cloud environment is undeniably harsh (for a
review see [109]), both very dry and very acidic. The clouds are composed of liquid
sulfuric acid which are more than ten orders of magnitude more acidic than the most
acidic environment on Earth [110, 111]. A number of intriguing atmospheric
anomalies on Venus have persisted for decades and may or may not be connected
to life. Some are robust, including the unidentified but very strong ultraviolet
absorber (e.g., [112]); the in situ detection of O2 by two different probes, Pioneer 13
[113], and Venera 14 [114]; and the anomalously low abundance of H2O and SO2

[115]. Other anomalies are still tentative, such as the controversial detection of PH3

from ground-based radio telescopes [116–118] that is also found in re-analyzed data
from the Pioneer 13 probe [119], and the suggested detection of NH3 (Pioneer 13:
Mogul et al 2021, and Venera 8: [120]). It is interesting to note that the last entry
probes were done nearly four decades ago: the Pioneer Venus probes in 1979 (e.g.,
[121]) and the Russian VEGA balloons in 1985 (e.g., [122]). Currently, the Japanese
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Aerospace Exploration Agency (JAXA) Venus Akatsuki is orbiting Venus, and the
European Space Agency (ESA) Venus Express orbited for nearly a decade until
2015. Both have returned valuable data on Venus’ atmospheric dynamics and
composition as well as on the cloud composition and structure. A number of
missions are either being proposed, are under study, or are planned by a range of
countries including the USA, Russia, Europe, Japan, and India.

The surface of Mars contains oxidized species such as perchlorates and chlorates
(e.g., chlorinated hydrocarbons), which were detected by the Sample Analysis at
Mars (SAM) of the Mars Science Laboratory’s (MSL) in the Gale Crater and
Sheepbed mudstone at Yellowknife Bay [123–127]. These molecules destroy any
potential biosignature, and therefore, it is not likely to detect life on the surface of
Mars, even if it was there. In February 2021, the Mars2020 mission—which will
investigate the past habitability conditions, the potential for past life on Mars, and
the preservation of biosignatures—landed the rover Perseverance and its helicopter
Ingenuity on Mars. The mission will store samples that will later be returned to
Earth on a future Mars sample return mission. ESA and the Russian space agency
Roscosmos have launched the ExoMars Trace Gas Orbiter (TGO) into the orbit of
Mars. ESA will launch the ExoMars rover—named Rosalind Franklin—to search
for biosignatures at various depths of Mars up to 2m, but it is unlikely that this will
happen before 2028 [128]. Since April 2018 the TGO has been analyzing the
atmosphere of Mars to establish the presence of methane and other trace gases [129].
The previous numerous reports of CH4 come from various instruments, including
three different large ground-based telescopes (e.g., [130]), the Prime Focus
Spectrograph (PFS) instrument on the Mars Orbital Express (e.g., [131, 132]), the
thermal emission spectrometer (TES) onboard the Mars Global Surveyor (e.g., [133,
134]), and from the Tunable Laser Spectrometer (TLS) component of the Sample
Analysis at Mars (SAM) instrument on the Mars Curiosity Rover [135, 136].
However, observations from the TGO did not find any methane in any hemispheres
beyond 0.05 parts per billion by volume [137]. The presence of CH4 can only be
reconciled with the non-detection from the TGO if concentrated amounts produced
locally at the near-surface are destroyed by an unknown process that can rapidly
remove or sequester methane from the lower atmosphere before it spreads globally
[137]. If methane is indeed present, it is not known (see figure 4.3) if the source is
geological in origin, due to early Mars serpentinization reactions leading to the
formation of hydrogen and methane, or possibly even biological, for instance
produced by methane-producing microorganisms.

The favorable habitability conditions of the Jovian and Saturnian icy moons
increase the probability for these moons to accomodate life. The Saturnian moon
Enceladus contains a silicate core and an ocean beneath its surface [138, 139].
Indirect analysis of this ocean by the Cassini space mission showed the existence of a
mixture of small (below 50 atomic mass units) and complex macromolecular organic
compounds (beyond 200 atomic mass units) [140, 141]. The European Space Agency
is planning to launch in the next decade the Jupiter Icy Moon Explorer (JUICE) to
explore the Jovian system—Ganymede, Callisto, and Europa—and its organic
content related to biosignatures in Europa [142].
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4.2.1.4 Building blocks of life on small Solar System bodies
The building blocks of life have been analyzed and detected in several small Solar
System bodies, such as comets and asteroids. The comet Halley contains an organic
mantle composed of highly unsaturated compounds [143]. In the beginning of the
21st century the Stardust mission collected particles of comet 81P/Wild 2, which
were returned to Earth. Analysis showed deuterium and 15N excesses in some of the
comet particles, with both aromatic and non-aromatic compounds [144, 145],
including refractory material with highly aromatic organic matter [146]. Glycine
(with a carbon isotopic composition of 29‰ ± 6‰), methylamine, and ethylamine
were detected in the particles of comet 81P/Wild 2 [145, 147]. The dust particles of
comet 67P/Churyumov–Gerasimenko were analyzed in situ by the Rosetta space
mission and showed solid organic matter similar to the insoluble organic matter
(IOM) of carbonaceous chondrites [148]. The nucleus of the comet 67P/Churyumov–
Gerasimenko contained non-volatile organic macromolecular materials [149], car-
bon-rich species (e.g., alcohols, carbonyls, amines, nitriles, amides, isocyanates, the
polymer polyoxymethylene [150, 151], phosphorus, and glycine) [152].

Samples were collected from asteroids and returned to Earth to be analyzed. The
25143 Itokawa near-Earth asteroid was explored by the Hayabusa spacecraft from
the Japanese Aerospace Exploration Agency (JAXA) [153], and some of its particles

Figure 4.3. Possible sources and sinks of Mars’ atmospheric methane (biological and/or geological). Credit
NASA/JPL-Caltech/SAM-GSFC/University of Michigan. https://www.jpl.nasa.gov/images/possible-methane-
sources-and-sinks.
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were found to be carbonaceous, also containing nitrogen, oxygen, and trace amounts
of fluorine and sulfur [154]. More recently, the Hayabusa2 mission touched down on
the near-Earth C-type asteroid 162173 Ryugu, and successfully returned samples to
Earth in December 2020. A variety of molecules were detected and identified [155–
157]. In 2023 scientists received samples from another asteroid, the B-type asteroid
101955 Bennu, which was visited by the OSIRIS-Rex space mission [158]. Both
asteroids and comets have delivered significant amounts of extraterrestrial organic
molecules to Earth, which may have contributed to the feedstock of organic matter
necessary for the first living organisms to be created on our planet.

4.2.1.5 Exoplanets: current status, and future plans
The current status of the search for signs of exoplanetary life is an exciting one. We
are on the brink of the launch of a brand-new space telescope, one that has been
many decades in the making. The James Webb Space Telescope (JWST; [159]) was
launched in December 2021. JWST is an internationally supported mission,
primarily NASA, with contributions from the ESA and the Canadian Space
Agency (CSA). JWST is an infrared telescope that has more than seven times the
collecting area of the Hubble Space Telescope and is orbiting more than 1 million
miles from Earth at the L2 Earth–Sun gravitational balance point, an ideal vantage
point for observational astronomy because it is away from the contaminating light
and heat of Earth.

Because JWST is a general-purpose observatory, it will be used by hundreds of
astronomers to study transiting exoplanets and their atmospheres. Transiting planets
are a set of exoplanets with fortuitously aligned orbits such that the planets pass in
front of their stars as seen from our viewpoint (figure 4.4). During transit, the starlight
shines through the planet’s atmosphere. Some wavelengths of light make it through

Figure 4.4. Transit planet schematic. Transiting planets are those that orbit in front of the star as seen from
our viewpoint and cause a tiny drop in the star’s brightness of a very characteristic shape and duration (graph).
Note that stars other than the Sun are not spatially resolved; the cartoon star and planet are for illustration
only. We know of thousands of transiting exoplanets. Astronomers are able to study the atmospheres of
transiting planets because during transit the exoplanets atmosphere absorbs some wavelength-specific starlight,
depending on the gases present in the exoplanet atmosphere (not shown). Figure credit: https://www.open.edu/
openlearn/ocw/mod/oucontent/view.php?id=67466&section=3.1.
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while others are absorbed by gases—enabling us to identify gases in an exoplanet
atmosphere [160]. Today, we use the Hubble Space Telescope to study mostly hot,
giant exoplanets. JWST holds promise to push observations down to smaller rocky
exoplanet atmospheres—the kind of planets that might host life. JWST is limited to
transmission spectra of planets transiting red dwarf stars—a very common type of star
much cooler and smaller than the Sun. We should keep in mind that JWST was not
designed for exoplanet science, and that we do not yet know its systematic noise floor.
Nonetheless, JWST is already programmed to observe the so far most favorable
system of potentially habitable planets that we can observe, those orbiting the
ultracool red dwarf star TRAPPIST-1 [161] provided that the planets have maintained
their atmospheres against the high-energy radiation coming from the host star [162].

Beyond JWST are planned the very large next-generation ground-based tele-
scopes now under construction. These include the Extremely Large Telescope (ELT,
with 39 m aperture diameter) [163], the Thirty Meter Telescope (TMT, 30 m
aperture diameter) [164], and the Giant Magellan Telescope (GMT, 20 m aperture
diameter) [165, 166]. These ELTs will be able to study atmospheres of exoplanets
orbiting small red dwarf stars— though not limited to transiting exoplanets. The
telescopes will operate at near-infrared wavelengths and must have special instru-
ments to block out the starlight so we can see the planet directly, a method called
direct imaging. Direct imaging requires special control of the telescope optics, called
adaptive optics, to counteract Earth’s atmospheric turbulence that causes distortions
to the images. The challenge for directly imaging exoplanets in the habitable zones
of M dwarf stars is to overcome the huge brightness difference between the planet
and star: the light reflected by the planet is 107–108 times fainter than the star. A very
suitable planet for the ELT observations is the Earth-mass planet orbiting the star
nearest to the Sun, Proxima Centauri b [167].

The lofty goal to discover an Earth analogue exoplanet is extremely challenging.
By Earth analogues we mean Earth-sized planets in Earth-like orbits around Sun-
like stars. The challenge is that an Earth analogue in reflected light is ∼10 billion
times fainter than the host star (see figure 4.5). We must be able to suppress the
starlight by such a tremendous factor. Only in space, above the blurring effects of
Earth’s atmosphere can telescopes meet this challenge for a significant number of
stars. Moreover, for space telescopes, the search for biosignature gases will not be
contaminated by the same gases already present in the Earth’s atmosphere.

One promising and fancy concept to suppress the starlight is Starshade, a giant
specially shaped screen tens of meters in diameter that would fly in formation
thousands of kilometeres in front of a space-based telescope (figure 4.6). Starshade
would block out the starlight so that only planet light enters the telescope. Starshade
was first conceived in the 1960s [168] and has been revisited every decade since then
until the mid-2010s, when a serious plan to make Starshade a reality was formulated
by a NASA Study team [169]. Today there are several Starshade mission concepts of
different sizes, including the Starshade Rendezvous Mission and the
Habitable Exoplanet Observatory ([28]; figure 4.7) and the projects are awaiting
funding. A related concept is the internal coronagraph, a starlight suppression
device inside the telescope, such as described for the Large Ultraviolet Optical
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Figure 4.6. The Starshade Rendezvous Probe Mission consists of the Roman Telescope and a formation-flying
starshade. The mission will enable direct imaging of the habitable zones of nearby Sun-like stars with sufficient
sensitivity to detect and identify Earth-like exoplanets. Image not to scale. Credit: NASA.

Figure 4.5. Overview of the field of exoplanet ‘direct imaging’ in visible and infrared light. The x-axis is the
planet-star projected separation on the sky in angular units and the y-axis is the ratio of the planet’s reflected
light to the starlight. The point is that any telescope has to be able to suppress starlight to very significant levels
for a planetary atmosphere to be detected by direct imaging. Capabilities of past, current, and future direct
imaging instruments are shown. Red dots in the upper right are known as directly imaged giant exoplanets.
Figure credit: Belikov, Bendek and Guyon, Sky and telescope 2015.
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Infrared Surveyor [170]. There is one hybrid Starshade coronagraph mission
concept, HabEx. The bright, nearby Sun-like star tau Ceti is reported to host a
multiple planet system [171, 172], including two habitable planets suitable for space-
based high-contrast direct imaging.

4.2.2 Challenges and opportunities for 2050

4.2.2.1 Solar System planets and moons: 2050 and beyond
Currently there is an ongoing discussion on how best to obtain pristine samples from
Solar System bodies where life may have started, either by future on-site missions or
by sample-return missions. The decision will be based on time, cost, risk of
contamination, and payload [87]. While on-site analysis will constrain the risk of
contamination, the equipment onboard will be much more limited than what can be
done in laboratories on Earth. On the other hand, sample-return missions will allow
the use of a diversity of state-of-the-art equipment, but the risk of contamination of
the samples is high, and curation facilities need to be in place. Even if contamination
controls are implemented, minimal levels of terrestrial contamination will always
occur, so that scientists must be able to distinguish between extraterrestrial organic
matter and terrestrial organic matter [173]. There are several targets for 2050 and
beyond, that will be briefly described below.

There is a tremendous opportunity to visit Venus with instruments with today’s
technology to search for signs of life or even life itself directly in the Venus
atmosphere (venuscloudlife.com). Even though about three dozen space missions
have already gone to Venus, there have never been any direct probes of the
atmosphere since the NASA Pioneer and the Russian Venera Probes have flown

Figure 4.7. Simulated Earth-like planet spectra with the HabEx Observatory. The majority of
HabEx-discovered planets will be well-characterized, with relatively high signal-to-noise ratio (SNR ⩾ 10),
and for a spectral resolution R λ / Δλ of about 7 in the UV channel from 0.20 to 0.45 μm, R ∼ 140 spectra in the
visible channel from 0.45 to 1.0 μm, and R ∼ 40 spectra in the IR channel from 1.0 to 1.8 μm. Figure from the
HabEx Final Report [28].
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by nearly four decades ago. Even more exciting is the possibility of a Venus
atmosphere sample-return mission of both gas atmosphere and cloud particles, to be
analyzed on Earth with the most sophisticated instruments.

The Red Planet Mars is one of the main targets for the search for life in the Solar
System, and several space agencies have plans to organize the first sample-return
mission. This will be a unique opportunity to analyze samples from Mars—apart
from Martian meteorites—with state-of-the-art equipment in the laboratory, in the
hope that biosignatures will be unequivocally detected.

While it is not expected to also have sample-return missions to icy moons of our
Solar System in the near future, analysis of their subsurface oceans has been
performed indirectly by studying plumes that contained ice grains and vapor. In the
next decades it would be ideal to develop technology in order to penetrate the
surface ice and to directly analyze the subsurface ocean.

A next project is the launch of the future Dragonfly mission to Saturn’s moon Titan
(figure 4.8)—expected arrival 2036—that will assess its habitability conditions and
prebiotic chemistry. Titan (figure 4.2)may become themain target of future life detection
missions in 2050 and beyond. Potential microbial lifeforms living on Titan may use
methaneandotherhydrocarbonspresent in themethanecycle [174,175] rather thanwater,
challenging our current ideas about the requirements for life in our Solar System.

4.2.2.2 Exoplanets: 2050 and beyond
Exoplanet astronomers are confident that the incredible pace of discovery during the
last 10 years will continue into the next decade and beyond. New observatories with
capabilities that have improved orders of magnitude with respect to their predecessors
will open up new regions in parameter space, and computational power and tools such
as AI also make huge progress.

Figure 4.8. Dragonfly mission concept of entry, descent, landing, surface operations, and flight at Titan.
Figure credit: NASA. https://www.nasa.gov/image-feature/dragonfly-dual-quadcopter-lander.
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In the search for signs of life on exoplanets, however, there are two
inevitable limitations. First, despite the multitude of stars in the night sky and the
hundreds of billions of stars in our own Galaxy, only stars in our solar neighbour-
hood (out to about 30–100 light years) are suitable targets for the search for planets
with possible atmospheric biosignature gases. This is because exoplanets are
adjacent to their much larger and much brighter host stars. This makes the signal
of rocky exoplanet atmospheres so small that we require bright stars for observa-
tions. Because nearby stars are brighter than distant stars, our search is necessarily
restricted to very nearby stars. In other words, the current generation of exoplanet
astronomers is pinning its hope on the search for signs of life on what will be a very
small number of habitable planets. If we do not find exoplanets with signs of life on
the handful of exoplanets accessible to us in the next 10–20 years, the challenge will
be how to scale up our efforts in 2050 and beyond, to access more, fainter, and more
distant stars. Larger aperture space telescopes are limited to what fits within a rocket
fairing, even for telescopes whose primary mirrors can be folded up and deployed on
orbit. Larger apertures have been considered (e.g., the Large UV/Optical/Infrared
Surveyor LUVOIR), and to design aperture sizes needed to reach even more distant
stars, the next generation of astronomers will have to facilitate space-based
manufacturing and space-based assembly.

The second inevitable limitation is a harsh reality: we may never know if an
exoplanet atmospheric biosignature gas is indeed produced by life, or instead is
produced by some unknown abiotic planetary chemistry. Indeed, this is a limitation
difficult to overcome with remote sensing alone, leaving us with what we might call
‘inhabited candidates for exoplanetary life ’. As scientists, we are used to coping with
uncertainty and unforeseen surprises, but when it comes to the search for life, would
a possible detection of a sign of life be enough proof for scientists, and eventually for
the taxpayer? If not, we need to consider brand new types of futuristic telescopes so
that we might follow up in detail on any planets that show signs of life.

Ultimately, we will need to have a detailed look at any exoplanet that shows some
evidence of hosting life. There are two paradigm-changing concepts under develop-
ment. Both concepts, however, require a new operating timescale, at least 25 years
from launch, before we get useful scientific results.

Breakthrough Starshot (https://breakthroughinitiatives.org/concept/3) is an effort
funded by Breakthrough Initiatives to send thousands of tiny spacecrafts dubbed
‘starchips’ to Alpha Centauri B, a star in the nearest star system about four light years
from Earth. Each starchip will deploy a solar sail of about 4 meter in diameter which
will enable an acceleration to 20% of the speed of light, using the radiation pressure
from a bank of coherent ground-based lasers with a combined power output of
Gigawatts. The starchips that survive the 20-year journey will rapidly fly by Alpha
Centauri B and any planets in the system. They will take images and relay them back to
Earth, with a data transmission time at the speed of light equal to 4.4 years. The
Starshot project has defined 19 technological challenges that are currently being
worked out to make the mission possible during the next generation.

The Solar Gravitational Lens Telescope is an observatory that would operate
very far from Earth at 550 AU (where 1 AU is the Earth–Sun separation), a distance
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to which no spacecraft has ever traveled yet. The concept is to use the Sun as a
powerful gravitational lens with a focal distance of 550 AU [176–178]. The solar
mass bends space such that any distant well-aligned background object will have its
light rays bent towards its focal point. The background object then becomes
magnified and spatially resolved. The better aligned the distant object is with the
gravitational lens the higher the magnification and the better the achieved spatial
resolution. Using the Sun as a gravitational lens this telescope could image exoplan-
etary surfaces at a resolution of 10 km. To reach 550 AU in a reasonable time, typically
25 years),the spacecraft would have to travel one order of magnitude faster than the
Voyager spacecraft, the single one that has left our Solar System so far and that has
taken about 45 years to reach a distance of 130 AU. Upon reaching the Sun’s
gravitational lens focal point, the spacecraft must follow the motion of the Sun-
exoplanet focal line with a tailored trajectory in order to monitor the exoplanet. The
planet image would be huge—on the order of kilometers—which is much larger than
any conceivable telescope focal plane. For these and other reasons sophisticated
computer algorithms would be needed to reconstruct the planet image. Because each
planet has its own focal point with the Sun’s gravitational lens, the telescope would be
single-purpose, able to study only one exoplanet along the line of sight. Multiple
telescopes could be sent into different directions, each for a pre-chosen target [178].
Despite the list of challenges, the revolutionary possibility for the direct imaging and
spectroscopy of an Earth-like exoplanet up to 30 parsec away at a spatial resolution as
small as 10 km makes this concept highly worth the investment.

4.2.2.3 Private sector
The number and kinds of opportunities to explore planets of the Solar System may
increase with the growing involvement of private commercial space-flight companies.
We have already mentioned the incredible utility of small space satellites in Earth orbit
and a growing number of countries have become involved that were not traditionally
space-faring nations. We get a glimpse into what could be a possible new future for
Solar System exploration, that of small, focused missions visiting Solar System planets.
Rocket Lab, a private company in the USA and New Zealand, has plans to launch
their two-stage Electron rocket with the Photon satellite bus to Venus to drop a probe,
most likely not before the end of 2024. The probe will be a light-weight (about 20 kg)
with a small science instrument of around 1kg without parachute, spending just a few
minutes in the Venus clouds but about an hour overall descending to the surface.
Virgin Orbit’s new LauncherOne, a rocket that is launched in the Earth’s atmosphere
from a modified Boeing 747 plane, can travel to Mars or Venus with an additional
rocket stage to launch more mass than the current version. Public–private partnerships
may become the norm in 2050 and beyond. Unlike national space agencies, private
companies usually accept to take more risk at lower cost for novel space missions.

4.2.3 Conclusions and recommendations

The Grand Challenge of the search for life beyond Earth is ripe for huge progress.
With strategic and concentrated international investment, we can accelerate the

EPS Grand Challenges

4-17



search, and increase our chance to find life beyond Earth, if it exists. Increased and
highly focused efforts and funding in the following areas will serve this goal: field
work in extreme environments on Earth that serve as planetary analogues; infra-
structure and fundamental research for the study of habitability, life detection, and
biosignatures; development of prototype equipment for future life detection mis-
sions; planetary protection development for both in situ measurements and for
sample-return mission, shared data, experiment hardware, and protocols published
in open access databases. It is also important to attract the next generation of
scientists, with active public outreach and training of the next generation scientists
and engineers.

The huge progress in technology and design that has taken place since the dawn
of the space age only half a century ago means that we can send landers to the many
targets in the Solar System that exhibit the necessary ingredients for life, and in some
cases even return a sample to Earth. The discovery and characterization of
exoplanets has come a long way in the new millennium since humans have pondered
the mysteries of the multitude of stars. We are lucky to be the first generation that
will not just imagine but that can truly carry out the search for extraterrestrial life. It
is closer than it has ever been, and, once discovered, it will put an end once and for
all of the often-believed unique position of Earth and change drastically our vision
of the Universe.
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4.3 Artificial intelligence: powering the fourth industrial revolution
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Artificial intelligence (AI) is the branch of computer science and engineering that
allows us to harness the power of computing and technology to mimic and extend
human intelligence. Together with ubiquitous communications and near-universal
access to information, AI is driving the Fourth Industrial Revolution, ushering in an
era of unprecedented and rapid change in how humans live, work, and relate to one
another through the fusion of physical, digital, and biological technologies. In this
article, we trace the origin and evolution of the different strands of AI and consider
the implications of its pervasive presence in society, addressing some of its many
applications—in medicine, robotics, the World Wide Web and social media, and
sport—and their impact on society across the globe, in developed and developing
countries, and the ethical issues it raises for humankind.

4.3.1 What is AI, where did it come from, and where is it taking us?

In 1960, J C R Licklider predicted a symbiotic partnership between humans and
computers that would perform intellectual operations much more effectively than
humans alone can perform them [179]. Today that symbiotic partnership is being
realized through AI, a technology that both amplifies and extends human cognitive
abilities. AI forms the foundation of the fourth industrial revolution, a revolution
that is characterized by a fusion of physical, digital, and biological technologies,
powered by AI and enabled by ubiquitous communication and near-universal access
to information. It is irreversibly altering how humans live, work, and relate to one
another [180]. At the same time, it is important to consider how to harness AI within
an ethical framework that achieves economic benefits and social development for all.

The world of the AI-powered fourth industrial revolution may well be the
destination, but how did AI get started? For many people, the discipline of AI
has its origins in a conference held at Dartmouth College, New Hampshire, in July
and August 1956. It was attended by luminaries such as JohnMcCarthy, who coined
the term artificial intelligence, Marvin Minsky, Allen Newell, Herbert Simon, and
Claude Shannon, all of whom had a very significant influence on the development of
AI over the next half-century. The essential position of AI at this time was that
intelligence—both biological and artificial—is achieved by computations performed
on internal symbolic knowledge representations, an approach referred to as
‘computationalism’, grounded in cognitivist psychology, and often referred to as
GOFAI: good old-fashioned artificial intelligence.

However, AI has other roots in cybernetics, which is concerned with self-
organization, regulation, and control [181]. In 1950, Grey Walter developed two
robotic turtles, Elmer and Elsie, that could roam around a room, find a charging
station, and recharge themselves. These systems were built on behaviorist
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psychology by using associative and reinforcement learning in relatively simple
neural networks, rather than focusing on internal models and symbolic computa-
tion. Neural networks process information by propagating it through an intercon-
nected layered network of relatively simple processing units: artificial neurons, very
simplified versions of the neurons in biological brains. This approach referred to as
‘connectionism’, progressed in parallel with the computationalist approach over the
next 60 years and more. We’ll say more about computationalist symbolic AI in
section 4.3.2.1 and connectionist AI in section 4.3.2.2.

From the outset, symbolic AI was concerned with producing intelligent artifacts
that exhibited the versatility, flexibility, and robustness of humans in rational
problem-solving. For this reason, it became known as strong AI. Despite the early
optimism, strong AI proved to be very difficult to achieve. Consequently, AI
techniques began to be applied in more limited domains with stronger constraints
and a narrower focus. This approach became known as weak AI. Despite continual
progress in both symbolic AI and connectionist AI in the 1970s and 1980s,
performance on more challenging problems was disappointing and the popularity
of AI waned during a period known as the AI winter.

The AI winter came to an end in the 2000s when, building on research in the late
1990s, artificial neural networks with deeper network topologies (i.e., networks with
many more layers than had been used in the mid-1980s to mid-1990s) and new
learning techniques were introduced, leveraging the recent availability of much
greater computing power in the form of graphic processor units (GPUs) and much
larger datasets to train the networks. This period also saw the development of some
landmark probabilistic approaches to AI, perhaps the most celebrated of which was
the Watson system from IBM (named after its founder Thomas J Watson) which
won the TV show Jeopardy! in 2011, beating two human champions in answering
rich natural language questions over a very broad domain of topics. The success of
Watson was the result of probabilistic knowledge engineering that integrated many
knowledge sources and exploited many techniques for search, hypothesis formula-
tion, and hypothesis evaluation [182].

4.3.2 The nature of AI

4.3.2.1 Symbolic AI and GOFAI
One of the key historical, methodological, and epistemological approaches to AI is
that of ‘Symbolic AI’ (i.e., GOFAI). This has its origins in the 1950s (i.e., part of the
1956 Dartmouth Workshop for the start of the AI movement) and constituted the
primary, classical approach in the first 30 years of AI research, before the first AI
Winter and the advent of Connectionist AI and machine learning [183].

The term ‘symbolic’ refers to the fact that AI algorithms and programs are based
on a set of symbols and symbol manipulation processes. Two of the founding fathers
of symbolic AI, Allen Newell and Herbert Simon, proposed the concept of a
Physical Symbol System, ‘a machine that produces through time an evolving
collection of symbol structures’ [184, p 116]. These symbols are purely formal and
meaningless entities, though in practice they are normally interpreted by the

EPS Grand Challenges

4-20



programmer with a particular semantic content such as words, numbers, pictures,
actions, etc. The symbolic expressions are created using logic formalisms, such as
propositional logic with Boolean connectives (e.g., ‘Red AND Round’) or predicate
calculus (e.g., ‘Apple(Red, Round)’). They can also be arranged in IF–THEN
production rules (e.g., ‘IF apple, THEN eat’). In specific symbolic systems such as
semantic networks, each node has a symbol (‘Red’, ‘Apple’, ‘Fruit’) with links
having a label for the semantic relationship between nodes (e.g., ‘IS A’ or ‘HAS’)
and hierarchical relationship between nodes. A collection of symbolic structures for
a specific domain constitutes the knowledge base used by the system to reason about
the problem. In general, symbols systems solve problems by using the processes of
heuristic search [184], where the search for the optimal link between the problem
definition and its solution must be guided by heuristics (i.e., rules of thumb that help
guide the program toward the solution in an optimal way). The AI heuristic search
and planning algorithms are widely used today for scheduling and logistics, data
mining, games, searching the web, and planning in robotics.

An important aspect of the GOFAI approach is the idea that symbolic systems
can model human intelligence. Newell and Simon [184] proposed the Physical
Symbol Systems Hypothesis, which states that ‘A Physical Symbols Systems has the
necessary and sufficient means for general intelligent action’ [184, p 116]. This is why
GOFAI systems have been applied to modeling mathematical reasoning, natural
language processing, planning, game playing, etc. A classic example of a GOFAI
system is an expert system (i.e., a program that represents the knowledge of the
human expert in a specific domain, using a set of IF–THEN production rules, and
which can be used to offer advice to non-experts or to provide solutions to experts).
Beyond the historical examples of the first expert systems, such as Mycin to support
medical doctors in the diagnosis and treatment of infectious diseases, today expert
systems have been developed in a wide range of domains (commercial, education,
medical, and military applications), with some capable of highly complex planning
on the order of tens of thousands of search steps [185].

The major strengths of GOFAI are its abilities to model hierarchical and
sequential tasks, such as language processing, problem-solving, and games, and to
represent knowledge bases using propositional contents and inference processes.

Some limitations of GOFAI systems are that these AI programs are brittle and
they cannot learn new knowledge. This, as well as the initial strong claims about the
power of symbolic systems to deal with general intelligence and any problem
domain, led to the first AI Winter in the 1980s, and to the subsequent developments
of connectionist and machine learning approaches, which we cover in the next
section. However, significant achievements of GOFAI include the widespread use of
commercial expert systems and their essential role in the games industry (to control
the intelligent behavior of the virtual agents) including the historical victory of the
IBM Deep Blue system in 1997 in beating the chess world champion Gasparov, and
IBM Watson’s victory in 2011 over two human champions in the Jeopardy! TV
game [185].
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4.3.2.2 Connectionist AI: from perceptrons to deep neural networks
Connectionist AI differs from symbolic AI in that information is processed by
propagating it through a large interconnected network of relatively simple process-
ing elements, typically implemented as artificial neural networks. They use statistical
properties rather than logical rules to analyze information. Although the term
connectionist model is usually attributed to Feldman and Ballard [186], the roots of
connectionism reach back well before the computational era, with connectionist
principles evident in William James’ 19th-century model of associative memory
[187].

Neural networks also have strong foundations in physics, as many of the
mathematics concepts on neuron modeling and computation come from physics
principles. For example, the Ising model (also known as the Ising–Lenz model), a
mathematical model of ferromagnetism in statistical mechanics, inspired a model of
associative memory [188] that was popularized by John Hopfield’s recurrent neural
network: the Hopfield net [189]. Boltzmann machines are variants of Hopfield nets
that use stochastic rather than deterministic weight update procedures to avoid
problems with the network becoming trapped in non-optimal local minima during
training [190]. In the future, the principles of quantum mechanics may provide the
basis for efficient neural networks [191], in particular, and for quantum AI [192], in
general.

The seminal paper by McCulloch and Pitts [193], ‘A logical calculus immanent in
nervous activity’, is regarded as the foundation of artificial neural networks and
connectionism. Connectionism advanced significantly in the late 1950s with the
introduction of the perceptron [194] and with the introduction of the delta rule for
supervised training [195]. However, perceptron networks suffered from a severe
problem: no learning algorithm existed to allow the adjustment of the weights of the
connections between input units and hidden units in networks with more than two
layers (i.e., multi-layered perceptrons, MLPs). In 1969, Minsky and Papert [196]
showed that these perceptrons can only be trained to solve linearly separable
problems and can’t be trained to solve more general problems. This had a very
negative influence on neural network research for over a decade, marking the
beginning of a decade-long winter for connectionist AI.

Perceptron-based neural networks underwent a strong resurgence in the mid-
1980s with the introduction of the backpropagation algorithm [197], which had
previously been derived independently by Paul Werbos [198], among others [199].
Backpropagation finally made it feasible to train MLPs, overcoming the restriction
highlighted by Minsky and Papert [196], thereby enabling MLPs to learn solutions
to complex problems that are not linearly separable. This was a major breakthrough
in neural network and connectionist research.

By the early 2000s, the traditional neural network approach had fallen out of favor
because effective training was limited to relatively small networks, both in terms of the
number of layers and the number of units per layer, due to the lack of computational
resources for training and the infeasible amount of time required to train large
networks. However, in the late 1990s, significant breakthroughs in deep networks,
such as long short-term memory (LSTM) by Hochreiter and Schmidhuber [200] and
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convolutional neural networks (CNNs) by LeCun et al [201], heralded a new era in
connectionism, although it took another ten years before they were widely adopted
because of the lack of sufficiently large datasets and sufficient computational power for
training. A CNN network is similar in principle to the multi-layer perceptrons of the
1980s and early 1990s but they have more layers, each of which performs a different
function. In a CNN, convolution refers to the application of a filter to the data being
processed by the neural network. The key feature of a CNN is that these filters are
learned by the network during the training phase. This marked a significant departure
from previous approaches where the filters, and the features they extracted, were the
result of hand-crafted design. Consequently, CNNs can map directly from the input
space (e.g., the image to be classified or the image in which you want to search for a
given object, directly to the image label or the object location). For this reason, they
are referred to as end-to-end systems. The first CNN was created by Yann LeCun,
focusing on handwritten character recognition [201]. In 2011, AlexNet [202], a CNN
with seven hidden layers, won the ImageNet Large Scale Visual Recognition
Challenge.

Since then, deep neural networks have been applied successfully in many
challenging applications [203, 204]. The networks have become deeper, with 22 or
many more layers, and performance has improved through the use of more effective
activation functions (e.g., the rectified linear unit ReLU), the use of specialized
layers (e.g., pooling), more advanced learning techniques (e.g., batch normalization
and dropout), techniques to overcome the problem of vanishing gradients (where the
error terms become too small to effect an improvement in network performance as
they are propagated back in a deep network), and a better understanding of how to
adjust the system hyper-parameters during training to improve performance.

While CNNs proved their mettle with a very impressive performance in image
recognition, object detection and localization, face detection, face recognition, and
object tracking, new forms of recurrent neural networks proved very successful on
problems that involve processing and analyzing sequences of states (e.g., in natural
language), by exploiting new recurrent elements such as long short-term memory
(LSTM) and gated recurrent units (GRU).

Progress has continued, with modern architectures successfully combining the
power of deep CNNs and LSTMs to address problems that involve both images and
language (e.g., automatic image annotation and captioning, image retrieval, and
synthesis based on linguistic descriptions) [205].

Progress using deep neural networks for language understanding and generation
has recently been advanced even further with the series of generative pre-trained
transformer (GPT) architectures, culminating, for now, in GPT-3 [206]. This system
is capable of generating natural language text that is often indistinguishable from
that generated by humans.

4.3.2.3 Statistical and machine learning
A parallel development in AI in the last 20 years, with partial overlap with the AI
connectionist approach, has been that of machine learning. This is the field primarily
based on a variety of statistics-based inference methods that use large datasets to

EPS Grand Challenges

4-23



estimate (i.e., learn) the parameters of a model that has classification and predictive
capabilities. This approach developed in conjunction with AI research in computer
vision and speech (or more generally, pattern recognition), in robotics (e.g.,
reinforcement learning), and in neural networks (MLP and deep neural networks).
Some people today use the terms AI and machine learning interchangeably,
especially because of the big, common emphasis on deep learning. But as we will
see below, machine learning keeps a distinctive emphasis on data-driven statistical
inference methods.

Amongst the various inferential strategies in statistics (e.g., analogical inference,
domain-specific inference, and structural inference), the bulk of machine learning
uses the structural inference approach. This uses domain-general algorithms which
exploit the internal structure of the data, rather than identifying the semantic,
domain-specific, content of the data. Structural inference is the basis of most
machine learning frameworks, such as the well-known methods of regression, neural
networks, and Bayesian networks [207]. Given this data-centric (sometimes known
as ‘data-hungry’) approach, the recent, easy availability of potentially unlimited
data from social media and the web, and wider access to cloud-based parallel
computing systems such as GPUs (which are necessary to apply computationally
intensive statistical computations on large datasets) can in great part explain the
recent, impressive contribution of machine learning to AI, and information
technology in general.

Machine learning comprises a set of methods typically grouped into supervised
and unsupervised techniques, as well as reinforcement methods. Supervised learning
algorithms need a labeled dataset (i.e., where each data point such as an image of a
dog, for example) is associated with a supervision signal or ground-truth (e.g., the
category label ‘dog’). The learning algorithm has to find the parameters of the model
(e.g., weights of a neural network) using the error between the model’s guess and the
supervision label. Examples of supervised learning algorithms include MLP, CNN,
and LSTM neural networks, decision trees, support vector machines, and regression.
Reinforcement learning can be considered part of the supervised approach, but where
the supervision to learn a policy (e.g., actions that should be taken when certain
sensory conditions prevail) is guided by a reward function. Unsupervised learning
algorithms do not require a labeled dataset, as they discover the regularity in the
data and their organisation in separate categories. Examples of unsupervised
learning include clustering algorithms such as k-means and autoencoder neural
networks,

An important set of machine learning approaches is that of Bayesian learning
algorithms. The general Bayesian framework is based on the intuition that the
beliefs after observing some data are determined by the probability (prior proba-
bility distribution) of each possible explanation given that data. When processing a
dataset, the machine learning algorithm uses the Bayesian rule to calculate the
correct probability distribution over the hypotheses given that data. And given large
datasets, the computations required for Bayesian learning become too difficult to be
done analytically, thus the recent boost of Bayesian algorithms with easy access to
parallel computational resources [207].
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Machine learning in large part is responsible for the recent successful develop-
ments of AI. The most successful and widely used applications in speech recognition,
computer vision, natural language processing, and robotics applications are based
on deep learning and other Bayesian approaches. This includes the design of
DeepMind’s AlphaGo and AlphaZero systems, based on the combination of deep
neural networks, reinforcement learning, and AI search algorithms, which, as we
will see in section 4.3.4, were able to outperform human champions in the Go game,
even without human knowledge or supervision [208].

4.3.3 Example applications

4.3.3.1 AI applications in medicine
The application of AI to medicine and healthcare has its origins in the early GOFAI
developments of expert systems, such as the MYCIN for infectious diseases and
DENDRAL on the discovery of chemical compounds. More recently, the advent of
machine learning and its focus on learning from data has led to a resurgence of the
development of medicine AI systems.

Deep learning methods, such as CNNs because of their impressive performance
with 2D image recognition, have been widely used for image-based cancer detection
and diagnosis [209]. For example, in skin cancer diagnosis, the performance of
CNNs to classify biopsy-proven clinical images (e.g., malignant melanomas versus
benign nevi) was on par with that of 21 board-certified dermatologists. A recent
landmark achievement in medicine and biochemistry is the AlphaFold AI model for
protein folding. This was developed by Google DeepMind and was the winner in
2020 of the biennial critical assessment of protein structure prediction (CASP)
competition. AlphaFold achieved a performance similar to the results from
experimental methods.

Medical AI applications bear significant technological and ethical challenges. One
key issue is the reliance on the quality and variety of the training data, as healthcare
datasets typically are sparse, noisy, heterogeneous, and time-dependent. Moreover,
new methods and tools are needed to enable interactive machine learning to
interface with healthcare information workflows, keeping the human in the loop
[210, 211]. There are also important ethical considerations. For example, the need
for explainable systems so that clinicians (both novice and expert doctors) can access
causal explanations of the AI’s decision-making process [212]. We return to this
issue of trust and explainability in AI in section 4.3.1.

4.3.3.2 AI applications in robotics
AI is used in robotics for many purposes, including autonomous navigation, task
planning, task execution, object detection, object grasping and manipulation,
inspection and surveillance, social human–robot interaction, including natural
language processing, facial recognition, sentiment analysis, gesture understanding,
and intention recognition. It is also used in an extensive range of robots. At the time
of writing, the IEEE robots website [213] features 229 robots of many different
types: wheeled, legged, tracked, airborne, underwater, and humanoid, targeting
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consumers, entertainment, education, research, medicine and healthcare, disaster
response, service and industrial, aerospace, military and security applications,
telepresence, self-driving cars, and agriculture. Perhaps the epitome of AI in robotics
is the goal of creating a collaborative robot (i.e., one that can share a common goal
and share the human’s intentions to achieve that goal, acting jointly with the human,
paying attention to what the human is doing, and, crucially, anticipating any help
the human might need to complete whatever tasks she or he is working on).

One example of AI in robotics is robot-enhanced therapy [214] where robots assist
a psychotherapist working with children with autism spectrum disorder. Under the
guidance of clinical practitioners, this project developed interactive capabilities for
social robots that allowed them to engage a child in clinically derived exercises. The
robot can operate autonomously for limited periods under the supervision of a
psychotherapist. AI plays a major part in the success of this application, specifically
in its cognitive ability to interpret body movement and appearance-based cues of
emotion. This allows the robot to assess the child’s actions by learning to map them
to therapist-specific classes of behavior. In turn, the robot also learns to map these
child behaviors to appropriate robot responses, again as specified by the therapists.

4.3.3.3 AI applications in the web and social media
AI is having a tremendous impact on a variety of applications and functionalities for
the web (e.g., search algorithms, music and video recommendations, automatic
translation) and social media (e.g., news selection and recommendation, sentiment
analysis, face recognition). Although this progress is resulting in clear benefits to
people and society, it also carries important ethical considerations and risks.

AI has significantly changed the search algorithms for the web. For example,
Google’s initial PageRank algorithm (based on standard mathematical methods)
has now developed a collection of search tools, such as the Hummingbird frame-
work. This framework complements PageRank’s results with RankBrain, based on
machine learning algorithms for entity recognition, and the recently introduced
BERT (Bidirectional Encoder Representations from Transformer), which uses a
neural network for natural language processing.

Another example of the widespread use of AI and machine learning algorithms
on the web is for recommender systems, which make recommendations for related
purchases on e-commerce sites, suggestions of related news and friends in social
media, and personalised recommendations in media-streaming sites and apps. In
fact, 80% of movies watched on Netflix are based on AI recommendations [215]. As
in other domains, deep machine learning systems have become the default
algorithm.

AI applications for face recognition have also become widespread on the web and
in social media. These algorithms can be used for image matching and people
recognition (e.g., in social media photo tagging) as well as for authentication (e.g., to
implement secure access in some smartphone systems). However, face recognition
algorithms based on learning from datasets have important ethical implications
(e.g., regarding possible biases in the data used for the training). For example, in
2018, a seminal paper by computer scientists Buolamwini and Gebru [216]
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demonstrated that leading facial recognition systems produced substantial dispar-
ities in the accuracy of gender classification (e.g., with error rates of up to 34.7% in
the classification of darker-skinned females, whilst the maximum error rate for
lighter-skinned males was 0.8%). This highlights the urgent need to address and
remedy implicit bias in such systems and make sure they are based on fair,
transparent, and accountable facial analysis algorithms.

4.3.3.4 AI applications in sports
While the use of statistical analysis is well-established in sports, AI is taking it to a
new level. Possible applications range across the entire spectrum of activities. Barlow
and Sriskandarajah [217] identified eleven applications across 17 sports that are
being or will be impacted by AI. These applications include identifying talent and
determining optical game strategies.

AI technologies such as computer vision have been used routinely to assist with
umpiring during games, especially using automated ball tracking and line calling
applications. For example, the Hawk-Eye system [218] visually tracks the trajectory
of the ball using six high-speed cameras, the images from which are used to
triangulate the ball’s position over time, displaying a virtual reality trajectory of
its statistically most likely path. AI can also be used for automated generation of
video highlights, while integrated vision and natural language technology can be used
for automated generation of copy for publication in print and online.

The All England Lawn Tennis Club hosts the annual tennis championship at
Wimbledon and uses IBM’s Watson technology to provide a variety of services,
including real-time match reports and uncovering player insights. It also powers a
voice-activated cognitive assistant ‘Fred’, named after the late champion Fred Perry,
to help spectators find their way around the venue [219].

To identify successful game strategies, an AI system can play against itself, as the
DeepMind AlphaGo system did, before going on to beat Lee Sedol, the winner of 18
world titles, in 2016, and achieve 60 straight wins in time-control games against top
international players in 2017 [220]. Subsequently, in AlphaGo Zero, even better
performance was achieved based purely on reinforcement learning without any prior
supervised training. Apart from its formidable performance, what is significant
about AlphaGo is that it uncovered several innovative strategies that greatly
surprised expert players, demonstrating the potential for AI to augment human
abilities and exceed human performance.

4.3.4 Future challenges

4.3.4.1 Collaborating with machines and robots
AI has contributed significantly to the design of intelligent control models and
cognitive architectures for sensorimotor behavior (e.g., perception, navigation
manipulation) and cognitive capabilities (e.g., planning, language) in robots, as
we have seen in section 4.3.1. But major challenges still remain, specifically with
regards to the robot being able to handle the complexity of real-world scenarios (i.e.,
cluttered, dynamic, unpredictable environments where objects to be grasped or

EPS Grand Challenges

4-27



obstacles to be avoided are difficult to see, can be occluded, or change their position
over time). Beyond the complexity of designing skills in individual robots, a
significant challenge for robots, and intelligent machines in general, is that of
handling interaction with people for collaborative tasks, also known as human–robot
interaction (HRI) or social robotics [221]. This type of interaction includes a variety
of scenarios, such as joint action in a flexible manufacturing setup between a worker
and a cobot (i.e., a collaborative robot), assistive robot companions for older and
disabled people or in hospitals and care homes, and robot tutors for education or
entertainment.

The research challenges on the use of AI for the design of social and cognitive
skills for interaction include, for example, the capability of ‘intention reading’ and the
implementation of an artificial ‘Theory of Mind’ [222]. Intention reading is the
capability of the robot to detect the human user’s intended goal of the joint
interaction. The ‘Theory of Mind’ describes a more general view of intention
reading, as this concerns the robot’s capability to understand and predict the beliefs,
desires, and goals of the person; as shown in figure 4.9. AI methods, such as
Bayesian networks and deep learning, can be used to build artificial Theory-of-Mind
skills in robots [222].

Figure 4.9. This sequence of pictures depicts a situation in which the iCub humanoid robot (www.icub.org) is
interacting with a human, reading her intention to get her phone from her bag, and alerting her to the fact that
it is on the desk, hidden from her by the laptop. This sequence has been staged to illustrate the future
capabilities of a cognitive robot and has not yet been implemented. Reprinted from [223], copyright (2021)
with permission by Springer Nature.
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Another important future research direction in AI for collaborative robotics
concerns the quality of the interaction (i.e., the design of long-term and trustworthy
interaction and well-being in human–robot collaboration). Long-term interaction
requires the robot to be able to engage in continuous, meaningful, and contextual-
ised interaction over a series of interactions lasting for days, weeks, or longer. This
will require the ability to recognize the person and their personality and preferences,
to remember recent interactions, and to engage in empathic behavior with the
person’s needs [224]. Trustworthy interaction, a growing field of research, requires
people’s acceptance and trust of the robot’s behavior and decision-making process.
This is also linked to ethical issues regarding explainable AI (see section 4.3.4.3) and
to the achievement of people’s and robot’s reciprocal theory of mind [225, 226].

4.3.4.2 Self-learning and self-programming machines
The quest for the automatic generation of programs and codes, also known as
program synthesis or self-programming machines, has been one of the main
challenges of AI since the outset. With the advent of machine learning approaches,
AI has started to put emphasis on self-learning machines, which can learn with no or
minimal supervision from humans.

This self-programming machine challenge has only recently received a significant
boost through the combination of deep learning and NLP methods. For example,
DeepCode is a code generator that uses a neural network to predict the properties of
the program that can produce the outputs given specific inputs [227]. SketchAdapt is
a software system that learns, without direct supervision, when to rely dynamically
on pattern recognition and when to perform symbolic search for explicit reasoning
[228].

Recently, the GPT-3 system [206] has been proposed for natural language
generation, with the potential application to automatic program synthesis. GPT-3
is a large-scale deep learning model for natural language processing with an order of
magnitude more parameters than any previous NLP model. The model can generate
new text without the need for further training or task-specific fine-tuning of its
parameters. GPT-3 can produce samples of news articles that human evaluators
have difficulty distinguishing from articles written by humans. In addition, GPT-3
has been used for generating programs, such as the code to create the Google
homepage [229].

Regarding the challenge of creating a self-learning machine, the first attempts to
design AI systems and robots that autonomously learn without supervision from
humans have recently been realized in developmental robotics (also known as
autonomous mental development). This area of robotics takes inspiration from child
development to design robots that go through stages of development for the
incremental acquisition of sensorimotor and cognitive skills [230]. Another example
of self-learning AI is the AlphaZero system mentioned earlier in which artificial
agents play the game Go against each other, bootstrapping their final learning
capabilities. This led to the acquisition of skills that far outperformed the skills of the
best human players ([231]; see also section 4.3.3.4).
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4.3.4.3 Social and ethical aspects of AI
AI can bring significant benefits to all. However, the examples we have given so far
focused on applications in the developed world and, indeed most of the national
strategies on AI have been created by governments in developed countries [232].
Nevertheless, the fourth industrial revolution in general, and AI in particular, is just
as relevant for developing countries. For example, AI is having an increasingly
positive impact in Africa, in sectors such as energy, healthcare, agriculture, public
services, and financial services [233, 234]. It has the potential to drive economic
growth, development, and democratization, to reduce poverty, improve education,
support healthcare delivery, increase food production, improve the capacity of
existing road infrastructure by increasing traffic flow, improve public services, and
improve the quality of life of people with disabilities [235]. The challenge is to ensure
that developing countries have access to the technology and the datasets necessary
for innovation in a socially and culturally acceptable manner (i.e., the democra-
tization of AI, and open access to AI technology by developers everywhere). It is
crucially important that the fourth industrial revolution, powered by AI, occurs in a
fair, ethical manner [236].

AI can also be used for negative purposes, either intentionally or unintentionally
(e.g., by fomenting religious, ethnic, social, and political divisions through fake
misinformation created by deep networks) [237]. Of particular concern is the issue of
implicit and explicit bias in the data that are used to train the AI models, thereby
resulting in discrimination against people based on gender or race. Examples of bias
against dark-skinned people include facial analysis [216], pedestrian detection [238],
and predicting recidivism [239]. The success of AI in the future will depend on the
elimination of such bias.

4.3.4.4 Intelligence, brains, and consciousness
Why does intelligence matter? Indeed, what is intelligence? Can a robot be
conscious? Let’s start by answering the question: what is intelligence? There are
many possible answers but the one that has the most appeal derives from the answer
to a different question: why do we have brains? The neuroscientist Daniel Wolpert
provides an unexpected but compelling answer. He argues that we have brains to
allow us to control movement [240]. This mirrors what Francisco Varela and
Umberto Maturana say about cognition: ‘Cognition is effective action’ [241]. From
this perspective, we see intelligence as the way to be effective in our control of our
movements and in the way we act in the world. The key to understanding why this is
so important—and so difficult—is to see that the number of possible ways we can
move and act, and the number of possible outcomes of these movements and
actions, is infeasibly large if we are to consider all the possibilities and choose the
best one, or even a good one. This is what Allen Newell and Herbert Simon pointed
out in their Turing Award (the equivalent of the Nobel Prize for computer science)
lecture: ‘The task of intelligence, then, is to avert the ever-present threat of the
exponential explosion of search’ [184] (i.e., the search for good ways to act). Newell
and Simon were referring to the search for the solution to a problem, but it amounts
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to the same thing. This is a satisfyingly straightforward and very practical way of
understanding intelligence and the brains that give rise to intelligence.

However, brains are even better than that. They also predict the need to act and
the outcome of those actions, and they do so all the time, at every instant, as we act
and as we anticipate the future, milliseconds ahead, seconds ahead, hours, days,
years. Indeed, it has been argued that brains are, in effect, probabilistic prediction
machines, meaning that they can deal effectively with uncertainty [242].

But what then of consciousness? Can robots and intelligent machines also be
conscious? Can we take AI even further and build machines with artificial
consciousness? Many people think that this is a distinct possibility. Indeed,
according to Paul Verschure, ‘understanding the nature of consciousness is one of
the grand outstanding scientific challenges’ and he proposes a scientifically grounded
approach to addressing the challenge of answering the question of what conscious-
ness is and how physical systems can develop it [243].

4.3.5 Summary and conclusion

AI impacts all aspects of human activity: it automates tasks, assists with decision-
making, augments and extends our cognitive capabilities, and it can even operate
autonomously, if we allow it, without recourse to human oversight.

AI began as an attempt to understand and replicate human intelligence, initially
taking two routes to that goal, one via connectionism and one via symbolic
computationalism, reflecting their inspiration from behaviorist and constructivist
psychology, respectively. These two approaches waxed and waned in their own
respective ways over the decades, to be joined in the 1980s by machine learning and
in the 1990s by statistical machine learning, probabilistic inference networks, and
other established disciplines in computer science. Breakthroughs in deep neural
network learning and deep neural network topologies, aided by very large datasets
and equally large increases in processing power, yielded great success in many
application domains. The symbolic knowledge representation and reasoning
approach also developed rapidly, especially in cognitive architectures, as knowledge
bases and ontologies increased greatly in size and sophistication and as the hybrid
paradigm, combining symbolic approaches and sub-symbolic connectionist
approaches, was developed (e.g., in cognitive architectures such as Soar [244],
ACT-R [245], and CLARION [246], among others).

While the success of statistical machine learning in narrowly targeted applications
yielded great success, it did so at the expense of losing focus on AI’s original goal of
understanding and replicating human-level intelligence. There has been a resurgence
of interest in what is now known as Artificial General Intelligence in cognitive
science and cognitive systems. Still, the ultimate goal of replicating the versatility of
human cognition remains elusive and it is unclear when it will be achieved. What is
certain is that the AI quest will continue and AI in its many guises will continue to
permeate our lives and change them, hopefully, for the better.

In seeking to steer the path to the future, it is likely that other strands of thinking
will be woven into the fabric of AI, especially concerning the trustworthiness of AI
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in autonomous systems (i.e., its role in serving the bigger agenda of creating self-
maintaining systems that can operate robustly and prospectively in the face of
uncertainty and that can continually develop through self-programming as they
interact with and learn from the world and the people in it). While there is much
important work yet to be done to promote the development of democratized,
trustworthy, ethical AI in the developed and developing worlds, an equal challenge
will be how to control the role of AI in autonomous systems, possibly conscious
ones, where the relationship with humans is no longer symbiotic. We are far from
that point at present. but it is likely we will reach it, and everything will change
quickly when we do.

In Ernest Hemingway’s novel The Sun Also Rises there is a dialog between two
characters which goes as follows. ‘How did you go bankrupt?’ Bill asked. ‘Two
ways,’Mike said. ‘Gradually and then suddenly’. And so it will be with autonomous
AI. Our collective responsibility is to work together in a directed manner during the
present gradual phase so that, when the full impact of AI is suddenly felt, it will be
for the greater good of all humankind.
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4.4 Artificial life: sustainable self-replicating systems
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4.4.1 General overview

Nature has found one method of organizing living matter, but maybe other options
exist—not yet discovered—on how to create life. To study life ‘as it could be’ is the
objective of an interdisciplinary field called Artificial Life (commonly abbreviated as
ALife) [247–249]. The word ‘artificial’ refers to the fact that humans are involved in
the creation process. The artificial lifeforms might be completely unlike natural
forms of life, with different chemical compositions, and even computer programs
exhibiting life-like behaviours.

ALife was established at the first ‘Interdisciplinary Workshop on the Synthesis
and Simulation of Living Systems’ in Los Alamos in 1987 by Christopher G
Langton [250]. ALife is a radically interdisciplinary field that contains biologists,
computer scientists, physicists, physicians, chemists, engineers, roboticists, philoso-
phers, artists, and representatives from many other disciplines. There are several
approaches to defining ALife research. One can discriminate between soft, hard, and
wet ALife (figure 4.10). ‘Soft’ ALife aims to create simulations or other purely
digital constructions exhibiting life-like behaviour. ‘Hard’ ALife is related to
robotics and implements life-like systems in hardware made mainly from silicon,
steel, and plastic. ‘Wet’ ALife uses all kinds of chemicals to synthesize life-like
systems in the laboratory.

Figure 4.10. Artificial life research. (A) Artificial neural networks. (B) Cellular automaton. (C) Robot Alter 2.
(D) Shape-changing decanol droplet.
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Bedau et al [251] proposed 14 open problems in ALife in the year 2000, but none
of them have been solved yet. Aguilar et al [249] summarized the ALife research
challenges and divided them into 13 themes: origins of life, autonomy, self-
organization, adaptation (evolution, development, and learning), ecology, artificial
societies, behaviour, computational biology, artificial chemistries, information,
living technology, art, and philosophy.

4.4.2 Soft ALife

Mathematical and computational models of living systems are naturally more
abstract than robotic or chemical systems. Also, they are easier to build, so actually
most ALife models are ‘soft’. Still, we can discriminate between ‘abstract’ and
‘grounded’ soft ALife models. This distinction is more gradual than categorical.
More abstract models focus less on physics or biology, and more on information and
organization, while more physical models consider to a greater degree the actual
components of living systems.

Some of the most abstract models include cellular automata [252–258], random
Boolean networks [259–262] (figure 4.11), and boids [263], where there are basically
space, time, and simple dynamics that may lead to complex behavior. Other abstract
models have focussed on studying self-replication [264] or evolution [265–269].
Abstractly exploring the theoretical space of possibilities for living systems (neces-
sary and sufficient conditions) has also been made at the ‘chemical’ level, with
artificial chemistries [270, 271] and swarm chemistry [272] (figure 4.11). Another
more ‘grounded’ strand of soft ALife involves the simulation of environments with
realistic physics, either to evolve ‘creatures’ [273] or controllers for physical robots
[274–276].

4.4.3 Hard ALife

Robots are physically situated [277, 278] and embedded [279] in their environment,
so they have been useful to explore aspects of life related to behavior [280],
traditionally studied by ethology [281]. There are also several soft ALife models
of adaptive behavior [282, 283], dealing with physics (time, motion, inertia, gravity,
hardware imperfections, etc) that already are an important challenge for ALife. As
mentioned earlier, robotic controllers have usually been evolved in software that has
been uploaded into hardware. This is also known as ‘evolutionary robotics’ [284–
286]. Hard ALife models have also been used extensively to study the emergence of
collective behaviors [287–291] (figure 4.12).

4.4.4 Wet ALife

Wet ALife is related to the effort of creating artificial cells in the laboratory from
chemical and biochemical precursors. Living cells are the basic structural, func-
tional, and biological units of all known living organisms. They are found in nature
and produced and maintained by homeostasis, self-reproduction, and evolution
[292]. In contrast, artificial cells (synthetic cells) are prepared by humans and only
mimic some of the properties, functionalities, or processes of natural cells.
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Although many laboratories are working on this task, the successful preparation
of artificial cells having all features of natural living cells is still challenging. An
artificial cell that can self-produce and maintain itself (a so-called autopoietic
system) has not yet been demonstrated. All published papers with ‘artificial cell’
in the title describe usually simple particles that have at least one property in
common with living cells. Nevertheless, a big challenge exists to synthesize an
artificial cell having at least several properties shared by living cells. For example,

Figure 4.11. An example of a random Boolean network (RBN) [262]. (A) A structural network is formed by N
Boolean nodes (can take values of zero or one) that are connected to K inputs randomly. The future state (t + 1)
of each node is determined by the current state (t) of its inputs following lookup tables that are also generated
randomly (and then remain fixed). (B) The structural network defines a state transition network with 2N nodes.
Each state has precisely one successor, but it can have several or no predecessors. Thus, it is a dissipative system.
Eventually, a visited state is repeated, and thus the network has reached an attractor. (C) Example dynamics of an
RBN with N = 40 and K = 2, time flowing to the right. A random initial state converges into an attractor of
period 4. A single RBN can have several attractors of different periods.
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(i) the presence of a stable semi-permeable membrane that mediates the exchange of
molecules, energy, and information between internal content and external environ-
ment while preserving specific identity; (ii) the possibility to sustain itself by using
energy from its environment to manufacture at least some components from
resources in the environment using metabolism; and (iii) the capacity of growth
and self-replication including genetic information.

A simpler and less problematic approach is to synthesize protocells that are not
necessarily alive, but that exhibit only a few life-like properties [293–295]. Protocells
can be defined as simplified systems that mimic one or many of the morphological
and functional characteristics of biological cells. Their structure and organization
are usually very simple and can be orthogonal to any known living system.
Protocells are used both to model artificial life and to model the origins of life. In
the latter case, protocells are often considered hypothetical precursors of the first
natural living cells.

In principle, two main motivations exist to create an artificial cell. One group of
researchers aims to answer questions about the origin of life: they synthesize
primitive cells which consist of a protocell membrane that defines a spatially
localized compartment, and of genetics polymers that allow for the replication
and inheritance of functional information. The aim is to create self-replicating
micelles or vesicles and to observe the spontaneous Darwinian evolution of
protocells in the laboratory [296, 297]. Other researchers want to prepare particles
with life-like properties that mimic the behaviour of living cells, though without the

Figure 4.12. Examples of complex structures made of several different chemical species, designed using
Sayama’s interactive simulator [272]. The swarms self-organize from initially random states to a shape that
looks like a horseshoe crab (top), or a biological cell-like structure that shows active chaotic movement after
self-organization (bottom).
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ability to self-replicate or evolve. Such objects can move in their environment [298,
299], selectively exchange molecules with their surroundings in response to a local
change in temperature or concentration, chemically process those molecules and
either accumulate or release the product, change their shape [300, 301], and behave
collectively [302, 303]. Such synthetic objects can be used for instance as smart drug
delivery vehicles that release medicine in situ. These artificial cells could also be
called chemical or liquid robots [304] (figure 4.13).

Recently, so-called Xenobots were introduced [305, 306]. Although they do not
belong to traditional wet artificial life research, they should be mentioned here as a
new approach on how to synthesise artificial organisms in the laboratory by using
ALife tools. Xenobots were designed by an evolutionary computer algorithm and
then assembled from embryonic frog cells Xenopus laevis (hence the name
Xenobots). Whether Xenobots are ‘living robots’, ‘living machines’, or ‘man-made
animals’ it remains a debatable question. Nevertheless, these creatures, smaller than

Figure 4.13. Self-assembly experiments using up to 1024 physical robots. Reprinted from [290] with permission
from AAAS. (A, C, and E) Desired shapes are provided to robots as part of their program. (B and D) Self-
assembly from initial starting positions of robots (left) to final self-assembled shape (right). Robots are capable
of forming any simply connected shape, subject to a few constraints to allow edge-following (19). (F)
Completed assembly showing global warping of the shape due to individual robot errors. (G) Accuracy of
shape formation is measured by comparing the true positions of each robot (red) and each robot’s internal
localized position (gray). (H–K) Close-up images of starting seed robots (H), traffic backup due to a slowly
moving robot (I), banded patterns of robots with equal gradient values after joining the shape (robots in each
highlighted row have the same gradient value) (J), and a complex boundary formed in the initial group (dashed
red line) due to erosion caused by imprecise edge-following (K).
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a millimeter in size, can find potential applications in areas such as environmental
remediation. At this moment, Xenobots have the ability neither to self-replicate nor
to evolve, but the lifespan and the hypothetical ability to reproduce could be
assessed and regulated in the future in accordance with ethical principles
(figure 4.14).

Figure 4.14. Schematic comparison of wet artificial life research on droplets to biology and studies of living
systems. (A) Chemotaxis of Dictyostelium cells. (B) Prosthecate freshwater bacteria. (C) Multicellular slug
stage of the Dictyostelium developmental cycle. (D) Schematic representation of ants group. (E–H) Decanol
droplets were placed into an aqueous solution of sodium decanoate.
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4.4.5 Self-replicating systems

Let us imagine a factory where robots are constructing other robots. We know such
scenes from the movie I, Robot where the company U.S. Robotics produces
humanoid robots, or from an island factory in the theatre play R.U.R.—Rossum's
Universal Robots. However, these examples are fictional, and such factories have
never existed in the real world and still belong to science fiction. Still, the idea of
machines that beget machines was already in the air four centuries ago. A
comprehensive study of the history and state of the art of self-replicating machines
from a scientific and technological point of view can be found in a recent book by
Taylor and Dorin [307].

Self-replicating systems can be categorized as follows: ‘Standard-replicators’ that
could reproduce by building a copy of themselves; machines that are able not only to
reproduce, but also evolve by natural selection as their living counterparts, are
categorized as ‘evolvable self-replicators’ (evo-replicators); and so-called ‘manufac-
turing self-replicators’ (maker-replicators) have the ability not only to self-replicate,
but also to create specific goods and materials as by-products when they self-
replicate.

4.4.6 Challenges and opportunities: a 2050 vision

ALife will have to tackle very specific challenges in science and engineering: (a) Get
the agents out of the lab and into the wild. (b) Make them able to interact with living
organisms in a predictable way. (c) Make them sustainable and degradable in order
not to deteriorate the already transformed environments. (d) Allow long-term
operations of these agents, or even multi-generational timespans by self-reproduc-
tion of the agents. The development of sustainable technologies is thus urgently
needed, and ALife could in part address that. The ALife systems should be
characterized by robustness, autonomy, energy efficiency, materials recycling, local
intelligence, self-repair, adaptation, self-replication, and evolution, all properties
that traditional technologies lack, but living systems possess [308, 309].

Concerning soft ALife, perhaps one of the greatest challenges is that of open-
ended evolution (OEE) [310–313]: can a program produce ever-increasing complex-
ity (as it seems natural evolution does)? Hernández-Orozco et al [314] proposed that
undecidability and irreducibility are requirements for OEE. It might be that the
difficulty of achieving OEE is related to the limits of formal systems [315–317].
Simplifying the situation: formal systems cannot change their own axioms. This is a
necessary condition for traditional logic, mathematics, and computation, but
perhaps OEE requires precisely the possibility of changing axioms.

As for hard ALife, robots are becoming more and more sophisticated [318]. They
are also gaining autonomy. However, as with the rest of artificial intelligence, all
robots are specialists. They are good at performing the tasks they were designed for,
but they cannot generalize and perform other activities. For example, a vacuum
robot cannot paint. Not only because it lacks the appropriate hardware, but also
because the software is task-specific. The so-called ‘artificial general intelligence’ has
so far produced not more than mere speculations. Could it be that the limits of
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formal systems just mentioned for OEE also affect artificial intelligence in general
and robots in particular? If so, can we find an alternative, to build robots that are not
based on formal systems?

Perhaps the most promising is the least developed: wet ALife. If we build a system
that most people agree on calling ‘alive’, most likely it will be from wet ALife. There
are several challenges already mentioned, but there seems to be no inherent limit to
building or finding alternative lifeforms, either artificial or extraterrestrial. It is a
blind guess to try to say whether we will have detected or created life different from
the one that evolved on Earth by 2050. Still, soft ALife and hard ALife seem to have
inherent limits (derived from the limits of formal systems), so we might as well
expect the most from wet ALife. In any case, it can certainly contribute to a ‘general
biology’.

Physics can also contribute in this direction. Already, research in self-organiza-
tion [319, 320] and active matter [321] has contributed to understanding the
properties of living systems. Very likely, in the next few decades, advances in
physics will enhance our perspectives on what we consider to be living, how it
evolved, and where it might lead.

There is still no agreed-upon definition of life. Biological systems are perhaps too
complex for a sharp definition. As we have seen, ALife can help to understand the
general properties of living systems. This can benefit biology and engineering,
gaining insights into life and being able to build artificial systems exhibiting
properties of the living.
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4.5 Toward a quantitative understanding of life
Raymond Goldstein1 and Patricia Bassereau2
1University of Cambridge, Cambridge, UK
2Institut Curie, Paris, France

4.5.1 General overview

More than half a century ago, physics and biology came together to understand the
DNA double-helix structure, one of the most important discoveries of the 20th century.
At present, the complexity of biological structure and function and the observed
emergent phenomena in biology delineates a well-defined research domain where
physics meets biology. Emergent phenomena include processes where larger entities
exhibit properties that their simpler constituent entities (and the naive superposition of
their properties) do not exhibit and, as a consequence, something new emerges from
collective behaviour that could not be predicted from its constituent parts. Complexity
applies to key open questions in the physics of the many-body interacting systems, but
it finds its most natural setting in biology, from the synchronized dynamical behaviour
of the human brain or the beating of heart cells to the concerted action across multiple
scale of biomolecules and cells in tissues and organs. The cascade of energy and
information across the many biological levels defines a new field of research, the
thermodynamics of information, which starts at the Maxwell demon paradox and the
interpretation of the second law and may lead us far beyond.

4.5.2 Physics meets biology over the last 60 years

Physics and biology have been intertwined since the dawn of modern science
(figure 4.15), from Antony van Leeuwenhoek’s use in 1700 of advanced optics to
reveal the hidden world of microscopic life [322], to Bonaventura Corti’s (1774)
discovery of the persistent fluid motion inside large eukaryotic cells [323], Robert
Brown’s 1828 study of random motion at the microscale [324], and Theodor
Engelmann’s determination in 1882 of the wavelength dependence of photosynthetic
activity [325]. Although at the time it might have been difficult to define the precise
disciplines of each of these scientists—perhaps they were all ‘natural philosophers’—in
hindsight we can see clearly the way in which their discoveries impacted both biology
and physics. Despite this long history of discoveries at the boundary between the two
fields, and the innumerable fundamental contributions to both disciplines over the long
arc of time, the field of biological physics as a discipline within the research enterprise
of physics has only risen to great prominence since the postwar era, particularly since
the mid-1980s. We are now at the point that most academic physics departments have
an identifiable group in biological physics alongside those in high energy, condensed
matter, atomic and astrophysics. In this introductory section we will review some of
key developments over the past 60 years in order to identify what we see as key
intellectual threads that run through that history, to set the stage for the forward-
looking sections that follow.
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Figure 4.15. Historical connections between physics and biology. Top row: Antony vanLeeuwenhoek, his
microscope, and the alga Volvox that he discovered. Middle: BonaventuraCorti’s celebrated treatise on
cytoplasmic streaming, with drawings of aquatic plants he studied,and a modern image of the plant Chara
corallina. Bottom: The micrscope with which Theodor Engelmann’s determined the action spectrum of
photosynthesis by visualizing the accumulation of aerotactic bacteria along an alga illuminated by the solar
spectrum. This image has been obtained by the authors from the Wikipedia website, where it is stated to have
been released into the public domain. It is included within this article on that basis.
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We begin by noting that each of the discoveries highlighted above was made
possible by state-of-the-art microscopy that was able to reveal phenomena that had
escaped previous notice. That technological advances often translate into scientific
discoveries is a familiar pathway in science, but it takes more than just a new piece of
kit to lead to true progress. Indeed, there is often a separate but equally important
collective aspect of the scientific community at work, in defining the questions,
bridging disciplines, and training students.

Our choice of 60 years for this overview was made to capture several of the most
important immediately postwar advances at the interface of biology and physical
sciences which, in an interesting historical twist, clustered around the same time
(figure 4.16). These were the 1952 elucidation of the dynamics of action potentials in
neurons by Hodgkin and Huxley [332] and the theoretical work by Turing in that
same year showing that chemical reaction-diffusion systems can exhibit spatio-
temporal patterns, followed in 1953 by the discovery of the structure of DNA by
Franklin, Watson, and Crick [333, 334] using x-ray scattering methods. As in the
discussion above, the work of Hodgkin and Huxley built very much on developments
in experimental methods; in this case it was the invention of the ‘voltage clamp’ by
Cole [335], a device that utilizes feedback to maintain the voltage across a membrane
at a set value, that allowed the properties of ion channels in membranes to be studied
as a function of (controlled) voltage. The idea of a voltage-dependent channel
conductance was the key to understanding not only neuronal dynamics but
‘excitable media’ in general [336]. Experimental methods from physics were of course
also key to the DNA structural work, which was an offshoot of the original
development of x-ray scattering to determine crystal structures based on Bragg’s
law [337].

Figure 4.16. Timeline of significant developments in biological physics from the mid 20th century onwards.
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Turing’s work had little to do with technological advancements and his research
would not generally be considered originally to be part of academic physics; it might
be categorized instead as one of the earliest works in mathematical biology [338].
Using very simple mathematical models of two interacting chemical species, he
showed that a system of chemical reactions that would, in the absence of diffusion,
be linearly stable, could be rendered unstable by diffusion, leading to spatially
periodic patterns. In this context, this mechanism was a revolutionary idea, although
spatio-temporal symmetry breaking had already been understood in fluid mechan-
ical contexts at least since the time of Rayleigh’s work on thermal convection [339].
Yet, the relevance of the Turing mechanism to actual biological systems has been
debated ever since [340], in part because in its standard form the mechanism requires
the diffusivities of the two chemical species to differ by what seems to be an
unphysical amount. It was physicists who provided the first experimental realiza-
tions of the Turing instability by reducing the diffusivity of one of the chemical
species through binding to a gel substrate [341–343]. While it has also been unclear
how to square highly regulated biological patterning with the concept of sponta-
neous symmetry breaking, it is important to emphasize that Turing’s work
introduced most of the concepts now used in the study of how biological form
develops, the most important of which is that a system of reacting and diffusing
chemicals can form spatio-temporal patterns [344]. It was within applied mathe-
matics that reaction-diffusion dynamics were first applied to pattern formation in
biological populations such as the spiral waves and chemotaxis exhibited by the
slime mold Dictyostelium discoideum [345], but these ideas eventually resonated with
physicists studying such pattern formation [346]. There is now ample evidence that
these basic ideas are correct.

Like Turing’s paper, Taylor’s (1951) work [347] that offered the first explanation
for the swimming of microscopic organisms in a viscous fluid sat not within physics
proper, but rather in fluid dynamics (in the British school of applied mathematics).
This and subsequent works by other applied mathematicians such as Lighthill [348]
clarified the physics behind self-propulsion in the absence of inertia by exploiting the
theoretical simplifications inherent in the dynamics of asymptotically slender
filaments such as eukaryotic and prokaryotic flagella. These developments were
later taken up by physicists and caught the attention of the community thanks to
Purcell in his celebrated 1977 essay on ‘Life at low Reynolds number’ [349], and in
his work with Berg [350] that highlighted physical considerations in the phenomenon
of chemoreception. This is one of the many important examples in which scientists
who came from more established areas within physics moved into biological physics,
helping to legitimize it within the broader community.

These intellectual strands that were developing in the 1970s were very much apart
from the molecular-biology-centered world of mainstream biology at the time, and
indeed they were distinct from much of the field known as ‘biophysics’ that was
focused on proteins, ion channels, and electrophysiology, but they would prove to be
harbingers of the development of biological physics as a distinct discipline. Another
excellent example of the biological research beyond the molecular level is that of
Steinberg on the cellular organization in tissues. In his 1962 paper on this subject
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[351], he formulated a differential adhesion hypothesis for the self-organization of
cell types within tissues. Although the dominance of the molecular view of biology at
the time meant this work gained little traction in the community, its enthusiastic
uptake by physicists in the 1990s [352] led to an explosion of work on the subject of
tissue biomechanics that continues to this day.

The gradual transformation of the field of solid-state physics into what we now
term condensed matter physics began in the 1960s and early 1970s with the intense
interest both in phase transitions and critical phenomena and also in the physics of
liquid crystals. In moving away from the static description of precisely ordered
solids, the field naturally began to focus on phenomena on length scales larger than
molecular, and to utilize continuum descriptions such as those familiar from the
Landau–Ginzburg theory for superconductivity, with particular emphasis on the
formulation of scaling laws [353] in polymer physics, building on the foundational
work of the theoretical chemist Flory [354]. An important strand of this research
concerned the description of interfaces, as involved in phenomena such as wetting,
and also in pattern formation during solidification [355]. The emphasis on
continuum approaches was particularly significant in the field of liquid crystals,
where the intellectual leadership of the French school led by De Gennes proved so
important in creating a worldwide community of experimentalists and theorists. It
was out of this field that came the seminal work of Helfrich in 1973 [356] on the
elasticity of fluid membranes. The particularly simple form of this energy functional,
dependent only on the shape of the membrane, allowed for an explosion of
analytical and numerical work on a range of problems in membrane physics.
With these advances, it was but a small step to move from the description of
idealized membranes as found in lipid vesicles to real biological membranes with all
their complexity.

On the experimental side, the arrival of affordable and relatively easy-to-build
optical trapping setups in the early 1990s enabled quantitative experiments at the
single-molecule level that were simply not possible previously. The first single-
molecule experiments on the stretching of DNA in 1992 [357], combined with later
theory [358], enabled the precise quantitative understanding of semiflexible poly-
mers, opening up the understanding of aspects of chromosome structure and
function in the cell. Likewise, pioneering work in 1993 on the stepping of motor
proteins along biofilaments [359] revealed the stochastic nature of the motion of
molecular motors and almost overnight placed their dynamics squarely within the
field of non-equilibrium statistical physics. At roughly the same time, the paradigm
of stochastic rectified motion on periodic potential energy landscapes (aka
‘Brownian ratchets’) received intense focus as the model for molecular motors
[360–363] and also for the unidirectional motion exhibited by plants [364]. Together
these helped to launch a subfield of stochastic thermodynamics, leading to principles
for complex systems such as synthetic machines [365], including collective effects
[366], with applications to such systems as hair cells in the ear [367]. From the mid-
1990s onward, the advent of relatively inexpensive CCD and CMOS cameras and
associated image processing techniques, including particle tracking methods [368],
meant that the barrier to experimental work in this area was dramatically lowered.
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Later developments in the new millennium saw a whole new generation of
affordable high-speed cameras, further enabling the worldwide study of fast
phenomena such as flagellar synchronization [369] and cell motility [370]. Finally,
the development of soft lithography for microfluidics [371] further broadened the
experimental base for studies at the microscale.

From all of the above, we see that fields that in the postwar period were
considered apart from the core of physics, including fluid mechanics, transport
theory, and much of continuum physics), were embraced by the biological physics
community as its focus turned toward phenomena on scales from nanometers to
millimeters, where so many cellular phenomena occur. It was perhaps only natural
that physicists in this new era would reject [372] the view [373] that their role in
biological research was simply to provide instrumentation or better intermolecular
potentials in the service of the questions biologists had framed. Rather, the field has
prospered precisely because physicists and biologists have joined together to pose the
questions that guide the field. Finally, as the ranks of academia working on
biological physics grew throughout the 1990s to the point that a new generation
of PhD students was trained and themselves moved into academia, the whole field
gained critical mass to the point of being among the fastest growing divisions within
national physics societies.

4.5.3 Challenges and opportunities for the future

In this section we speculate on the future directions of a few of the many areas within
biological physics, aiming for an overview rather than an encyclopedic account.

4.5.3.1 Soft matter and self-organization: from active matter to cell and tissues
In a remarkably insightful article in 1969 [374], Finlayson and Scriven considered
the possibility of various types of hydrodynamic instabilities arising from what they
termed ‘active stresses’. These are contributions to the stress tensor arising from
gradients of scalar fields (e.g., the concentration of some solute) that represent the
conversion of chemical energy to kinetic energy, typically manifest by a pattern-
forming instability. This is the essence of what we now term ‘active matter’; systems
in which there is injection of energy at small scales that display coherent structures
on scales large compared to the microscopic constituents [375–378]. Early examples
of this notion are found in new physical models for membranes that include the non-
equilibrium activity of proteins that transfer ions across membranes via external
sources of energy (light, ATP hydrolysis, electric fields) [379, 380]. Other examples
include collections of molecular motors and microtubules [381], where the con-
sumption of ATP by the motors powers translocation that leads to filament motion
and self-organization, and in collections of self-propelled particles, in theory [382–
384] and experiment [385], where coherent structures arise from hydrodynamic
interactions between the organisms (figure 4.17).

These general concepts and tools were used in parallel to study the organization
of living systems and of engineered ones. On the biological side, ‘active membranes’
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have been generalized to membranes with a cortex and in contact with polymerizing
actin filaments [386, 387]; they contributed to elucidate the non-equilibrium origin of
the flickering of the red blood cells [388], although a consensus is still not reached.
They have been applied to active gels [389, 390] made of polar dynamical
cytoskeleton filaments and active crosslinkers like molecular motors that generate
flows and stresses, features that do not exist in passive gels. Active gels have been
instrumental for understanding actin flows in different cellular features: cell motility,
blebbing, division, etc [390]. Liquid crystals principles have been extended to active
nematics, smectics, or cholesterics. The power of this continuous description is that
the model of active nematics can describe as well the self-organization of patterns
and the flows for actively moving entities such as bacteria in films, anisotropic motile
synthetic particles, animals flocks, or that of cells in living tissues during develop-
ment, embryos [391]. Of course, non-equilibrium activity also affects phase
separation [392]. A rapidly growing body of work has shown that liquid–liquid
phase separation of multivalent assemblies occurs in the cytoplasm of cells, forming
membraneless compartments [393], or in the nucleus [394]. However, Oswald
ripening and thus droplet size is probably limited by active enzymatic reactions
[395].

While many of the ideas and experiments on active matter systems implicitly use
as a reference dilute suspensions of the motile entities, in recent years there has been
a gradual shift of focus toward “confluent’ tissues, typically quasi-two-dimensional
sheets whose constituent cells are in space-filling contact with their neighbors. This
leads to a wholly different class of phenomena and theoretical models that touch on
some of the most significant issues in developmental biology. During development,
tissues like epithelia are very dynamic since cells continuously die or divide and in
addition, active forces are exerted at the cell–cell junctions. Thus, in spite of their
morphological similarity with foams, epithelia differ strongly from them [396, 397],
and non-equilibrium principles are necessary to describe their homeostasis [398,
399]. In addition, many tissues bend, fold, and even invert their topology during

Figure 4.17. Active matter on multiple scales, from individual cells to confluent tissues. From left to right:
bacterial ’turbulence’ in a suspension of B. subtilis (reproduced from [326], CC BY 4.0), embryonic inversionin
Volvox (reproduced from [327] CC BY 4.0), and a tissue with multiciliated cells (Mitchell Lab, Northwestern
University).
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embryogenesis [327]. Through a combination of advances in experimental methods
such as light-sheet imaging [400] and use of ‘organoids’ [401] to study the early stages
of multicellularity, and theoretical models addressing geometric rearrangements of
tissues [402], we anticipate that the near future will see significant progress in
understanding many key issues in the biomechanics of development and
differentiation.

So far, very little work has been done to integrate at the cell scale all active
exchanges that occur between compartments, with the plasma membrane and with
other cells. At a single compartment level such as the Golgi apparatus, they directly
affect its shape [403]. Apart from during division, cells have to maintain their shape,
area, and volume in spite of these multiple fluxes, and how they manage is a
recurring issue in biology. Modeling these exchanges and understanding how
homeostasis at the cellular scale is achieved remains one of the future challenges
for physicists and cell biologists. The following section addresses how homeostasis is
maintained in tissues.

4.5.3.2 Deciphering the physical principles of mechano-chemical networks that
control homeostasis, shape, and size of living entities

In his book On Growth and Form [404], D’Arcy Wentworth Thompson raised the
question of how physical forces contribute to determine the size and shape of living
organisms and thus initiated the field of ‘mechanobiology’. In addition to the non-
equilibrium principles that govern cellular assemblies, mechanics also plays a key
role. Indeed, cells exert, sense, and respond to external forces. For instance, the
spreading velocity of cellular migration depends on the stiffness of the underlying
substrate [405]. Cells exert forces on their environment generally using dynamical
actin networks and the contractile actomyosin machinery. To a large extent, cell
mechanosensitivity depends on proteins embedded in the plasma membranes that
are linked on the extracellular side to specific ligands of the external matrix or to
similar membrane proteins of a neighbouring cell in tissues. On the intracellular side,
they have cryptic binding sites that unfold and allow connection to the actin
cytoskeleton in a load-dependent manner. Actin structures are themselves mecha-
nosensitive [406]. Moreover, mechanical forces trigger biochemical response and
signalling pathways (i.e., cascades of biochemical reactions with positive and
negative feedback loops). A revealing illustration is provided by stem cells (i.e.,
non-differentiated, pluripotent cells) that differentiate into very different cell types—
neurons, muscle, or bones—depending on the stiffness of their micro-environment
[407]. Mechanical cues are thus transduced into biochemical signals, and integrated
with genetic and chemical signals to modulate diverse physiological processes. In
addition, there is constant cross-talk between biochemistry and mechanics during
mechanotransduction, which is itself a part of the early development since devel-
opmental genes can be switched on by internal stresses accumulated during the
growth of the embryo [408]; it is also involved in cancer development [409]. Physics and
bioengineering have strongly contributed to this field, in particular by developing many
tools for measuring forces at all scales, from the single mechanosensitive molecules to
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stresses in tissues [410]. On the biochemical side, complex signalling networks have
been identified in cell-extracellular matrix adhesion mediated by integrins [411, 412], or
adherens-junction in cell–cell contacts [413]. Mechanosensitive channels, in particular
‘piezo’ channels, the main type of molecular force sensor in eukaryotes [414], are
present in cell membranes; they let ions flow when they mechanically activated, which
also triggers a cascade of biochemical signals, but have been less studied.

Cross-talk exists between these different signalling pathways that are all inte-
grated at the cell level. Systems biology approaches are certainly essential in
understanding these complex regulatory networks and how cells manage their
mechanical interactions with their environment. But models based only on gene
ON/OFF circuits are insufficient to understand how tissue integrity is preserved
against mechanical stresses, extensile, or compressive, and during rearrangements of
cells, and how tension homeostasis is set. The existence of cellular rearrangements in
tissues implies the remodeling, destruction, or creation of the connecting structures
between cells in a coordinated fashion (figure 4.18). In some rare cases, the feedback
loops between mechanics and signaling are known [415]. Since ever-more force
sensors are available to quantify stresses across scales, these measurements have to
be integrated with the networks in cells to develop models that explain the
emergence of larger-scale behavior from the interactions of their molecular
components inside cells. Thus, it appears that it will still be some time before we
have a final answer to D’Arcy Thompson’s questions: what limits the growth and
division process, and what determines the size and shape of organs or animals?

Figure 4.18. Cell division in the plant cells and similarity to shapes of soap bubble. Reproduced from [328] CC
BY 4.0. (A–C) Patterns of cell division in various plants (left) compared to shapes of soap bubbles (right). (D)
A large-scale geometry compared to mathematical results (E–J) in which a rule derived from soap bubble
physics is iterated for uniform growth in the region. (K, L) as in (D–J), but for marginal growth.
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4.5.3.3 Some perspectives on brain functions, for soft matter and computational
neuroscience

Neuroscience has a singular place in biology. It is at the cross-road between
disciplines, since the brain is not only an organ but controls locomotion, sensing,
memory, decision making, and, at least in humans, feelings, consciousness, etc. The
brain is a complex, temporally, and spatially multiscale structure. From the
perspective of physics, it can be of course investigated at the cellular level. But
since neurons communicate and form circuits and interconnect functional areas in
the brain, it is better described as a hierarchical network (termed the ‘human
connectome’ [416]). In addition, neurons are embedded in glial cells that protect
them, but also contribute to some signaling functions. Two of the most challenging
goals in science continue to be on the one hand the generation of the complete map
of the neural connections in a brain and, on the other, to understand from a
molecular point of view how signals are produced and transmitted and how the
network builds up, in order to decipher how this incredibly complex structure can
produce complex cognitive functions. The breadth of challenges for physicists of the
future is too wide to list in totality; here we mention two of them, on axonal
signaling and for computational neuroscience.

Neuronal cells have unique properties—mechanical, geometrical, and internal
organization—and are actively studied per se. Strikingly, not much has been done
since the work of Hodgkin and Huxley [332] to revisit their model of axonal
transmission based on electrical signals. In the standard action potential model,
signal propagation is achieved by the voltage-dependent opening and closing of ion
channels, largely ignoring the specific physical properties of cell membranes. Only T
Heimburg has challenged it, by suggesting that a lipid phase transition occurs in the
membrane in the course of the action potential, increasing membrane conductance
[417]. However, no study has included yet the non-equilibrium effect due to the
activity of the channels we discussed above. Thus, a comprehensive model of the
propagation of the electric axonal signal is still missing.

Various methods are routinely used to image whole-brain activity and detect
dysfunction and disease, including x-rays (CT scan), radioactivity (PET scan), and
NMR (MRI). However, to image the neuronal networks with better resolution,
neurosciences have greatly benefited from the most advanced developments in
microscopy and imaging: methods for imaging in diffusing media allow deep
imaging in the brain, light-sheet microscopy for volumetric imaging, and optoge-
netics to control neuronal circuits [418]. Model animals with small brain volume or
that are moderately transparent (Drosophila, zebrafish) have also facilitated these
studies. It is now possible to follow neural algorithms in living and freely moving
animals as they vary their behavior [419]. Using whole-brain functional imaging, the
brain of a zebrafish can be imaged during the different stages of the decision-making
process about its swimming direction [420]. Betzig and collaborators achieved the
tour de force of imaging the whole brain of a fruit fly with molecular contrast and
nanoscale resolution using combined light-sheet and expansion microscopy [421]. It
is thus now possible to locate individual neurons, trace connections between them,
and visualize organelles inside neurons, over large volumes of brain tissue in 3D,
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albeit on fixed brains. These are only a few examples showing how the field is
developing with the blooming of new optical techniques, pushing the frontiers of the
observations. One obvious consequence is that with these advances will come
enormous quantities of data, as in many other areas of cell biology in which
volumetric imaging is used. One strategy to manage and analyse such ‘big data’ is
obviously to use artificial intelligence and deep learning methods [422] to extract
meaningful information. In addition, there is now a timely opportunity for computa-
tional sciences to develop approaches based on network science to provide integrated
models of interactions in neurobiological systems. In fact, a new field termed ‘network
neuroscience’ is growing, bridging network theory and experiments [423]. One might
hope that creative developments in computational sciences in theory and in functional
imaging will eventually allow us to unlock the neuronal code.

4.5.3.4 Emergence of life and physics of biological evolution: from the second law
of thermodynamics to the selection of structures

In his 1944 book What Is Life? The Physical Aspect of the Living Cell [424], Erwin
Schrödinger stressed the apparent paradox behind life: how can living organisms
maintain an organized state and grow complex structures without violating the
second law of thermodynamics that predicts an evolution towards maximized
entropy? He resolved it by pointing out that Earth is not an isolated system, but
receives energy from the Sun, and that living systems absorb energy. Moreover, he
also used thermodynamic arguments to explain why an internal organizing factor
that carries information (that eventually turned out to be DNA) is necessary for
living systems to develop in an organized manner and replicate faithfully.

Likewise, the emergence of life on Earth cannot be explained by the second law,
but rather (in part) by far-from-equilibrium thermodynamics and the concept of
dissipative structures highlighted by Prigogine and others. While this issue is covered
elsewhere in this volume, we note that there is a strong school of research, by no
means universally accepted, supporting the idea that the evolution of life began from
‘soup’ of RNA molecules before DNA appeared. Yet, the mechanisms by which the
nucleotide bases and sugars could be formed beforehand by prebiotic reactions are
still not elucidated. There are promising attempts to produce artificial cells [425] and
a significant body of work on life-inspired and out-of-equilibrium systems at the
nanoscale [426]. Compartmentalization and the appearance of membranes are key
steps during evolution. Recent work on active membraneless droplets suggested that
they could have formed the protocells from which cell membranes could have
appeared [427]. Bottom-up reconstitution of a synthetic cell with well-characterized
functional molecular entities in vesicles can also help to understand the origin of life
[428]. Conversely, with a top-down approach, the Craig Venter Institute has shown
it is possible to recreate artificially genomes and minimal cells [429]. A synthetic
minimal organism has been reproduced in silico by reconstruction of a complete set
of chemical reactions [430]. Hydrodynamic models have also been used to under-
stand how DNA may have replicated in early times: laminar thermal convection,
present in submarine hydrothermal vents, can very efficiently accelerate the DNA
replicating polymerase chain reaction (PCR) [431], which is enhanced when the

EPS Grand Challenges

4-51



molecules are trapped in porous rocks [432]. We expect these in vitro approaches will
become ever-more important in the future. On the modeling side, considering the
complexity of this interdisciplinary problem, there is a clear need for further
development of related aspects of non-equilibrium physics.

4.5.3.5 Evolution of biological complexity
High on the list of fundamental problems in biology, just behind the origin of life
and the nature of consciousness, is the origin of multicellularity. While the simplest
organisms to appear on earth were no doubt unicellular, eventually life evolved to
become larger, in the sense of having more cells, and also more complex, dividing up
life’s processes into ever-more specialized cell types [433]. It has been recognized
since the time of Weismann [434] in the late 19th century that a great challenge is to
understand the driving forces behind the transition to multicellularity, and, as
pointed out by Huxley some years later [435], to identify the biological entities on
which evolution acts [435]. While there can be obvious advantages to larger and
more complex organisms, such as greater motility, avoidance of predators, and
larger uptake rates of nutrients, there are also metabolic costs associated with the
regulatory networks that control the organism and the cellular scaffolding that holds
it together [436]. Recent work has begun to address these issues using green algae
[437] and choanoflagellates (figure 4.19), the closest uni- and multicellular relatives
of animals [438].

The ability to track single living objects (bacteria, yeast, or cells) using micro-
fluidic devices and to analyze their lineage during multiple rounds of cell division
will open the way for new discoveries when these experiments will be coupled to
external perturbations. Among the most promising approaches to understanding the
origins of biological complexity involve the use of artificial methods to put evolu-
tionary pressure on extant organisms. A prime example of this is recent work on
yeast, in which repeated rounds of centrifugation of growing cultures, selection of

Figure 4.19. Novel multicellular organisms. Left: ’snowflake yeast’. Reproduced from [329] CC BY 4.0
formed via repeated rounds of selection for faster settling speed under centrifugation. Right: snapshots during
the curvature inversion of a sheet of choanoflagellate cells comprising the organism C. flexa, as triggered by
light. Reproduced from [330] CC BY 4.0.
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the fastest sedimenting fraction (containing the largest organisms), and subculturing
of that fraction produces ‘snowflake yeast’ (figure 4.19), a genuine multicellular
variant [329]. This ‘experimental evolution of multicellularity’ enables a whole range
of questions in the origins of multicellularity to be addressed, and we anticipate
significant developments in this area in the coming years. It is clear that ideas from
statistical physics [439, 440] will be important for the analysis of the data arising
from these studies. In sum, we can see the emergence of a field centered around the
physics of biological evolution, using concepts from condensed matter such as
frustrated states and glasses to describe transitions during evolution [441]. With the
appearance of ever-more data from advances in experimental methods due to
technical developments, we can imagine that more theoretical models will be
designed to understand how living systems cope with the second law to adapt to
their environment.

4.5.4 The future

While predictions are always difficult, especially about the future, we offer a few
final words on the greatest challenges in the field of biological physics may address in
coming years. Clearly, the most fundamental, unsolved problem is the origin of life.
As we have touched on here and as discussed in greater detail elsewhere in this
volume, a range of highly interdisciplinary efforts appears poised to make significant
progress on this problem. The issues concern the bootstrapping problem of how a
truly self-replicating system can arise biochemically, and also the geophysical
conditions that are amenable to such a development. Likewise, the nature of
consciousness remains mysterious, but we can anticipate that the continued
development of probes of neuronal structure and organization will point the way
toward a deep understanding of this emergent phenomenon. In the realm of
developmental biology, it is clear that the rapid explosion of experimental methods
to probe cellular fate determination and global regulation combined with physical
concepts regarding spatio-temporal patterning will continue apace, and we can look
forward to a deeper understanding of the regulation of development. Even such
issues as the regulation of limb size are, at this point in time, not resolved; their study
in model organisms will continue to be an important research endeavor. Ultimately,
we may hope that these physical methods will contribute to understanding the
origins and control of the unregulated cell division that is at the heart of cancer. At
the subcellular scale we still lack a comprehensive understanding of such complex
machines such as the ribosome, which work in confined environments or with a
limited energy supply. At the more macroscopic scale, the use of in vitro evolution
methods will surely continue, providing a platform for the true quantitative under-
standing of evolution in the natural world. Coupled closely to this will be an
increasing focus on what might be termed ‘physical ecology’, the study of
communities of organisms coexisting with their natural habitat (figure 4.20). As of
this writing, the world is wrestling with a global pandemic and it seems natural to
expect much future research on the interplay between viruses and their hosts.
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Figure 4.20. Two aspects of physical ecology. Left: marine algal blooms (green) in the Baltic Sea as seen from
a European Space Agency satellite (reprinted from [331], courtesy of ESA). Right: the blue glow of
bioluminescence triggered in breaking waves at a beach (photo courtesy of Gergo Rugli).
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4.6.1 Introduction

Life on Earth is sustained by radiative emission from the Sun, as well as by heat
emanating from the outer liquid core and the mantle. Indeed, it appears that this
energy may have been essential for the very emergence of life on Earth. The Sun’s
emission varies on all timescales at which it has been observed, as a consequence of
the generation, emergence, and evolution of its intrinsic magnetic field. There is
increasing evidence that solar radiative changes have had an influence on Earth’s
climate through different mechanisms. In addition to variable radiative emission, the
Sun also emits energetic particles, the flux of which changes in time depending on
solar magnetic activity. Variations of the solar particle emission cause changes in the
ionization of the Earth’s atmosphere, its global electric circuit, and the ion-induced
nucleation and condensation nuclei in the Earth’s atmosphere. Understanding
climate and the emergence of life on Earth thus requires knowledge of the natural
variations of the radiative and particle fluxes received from the Sun. The main
scientific questions are:

• What is the influence of solar radiation on the origin of life on Earth and
possibly elsewhere in the Solar System and the Universe?

• How does the solar emission vary at different timescales, from seconds to
centuries and millennia?

• What is the spectral dependence of the solar radiative variability?
• How does the magnetic field affect the radiative and particle emission of the
Sun?

• How does solar variability affect the climate and life on Earth?

4.6.2 Challenges and opportunities

A major challenge is to get a better understanding of the environmental conditions
reigning on the Earth when life emerged, including the physical characteristics of the
Sun and their influence of Earth’s early environment. Future missions to search for
life on icy satellites, such as the NASA Europa Clipper flyby mission (2024) and the
ESA JUICE flyby mission (2023) to Jupiter’s moon Europa, and proposed missions
to Saturn’s moon Enceladus, will hopefully provide us with some indications as to
whether life emerged on these satellites, vital information to understand the origin of
life in general, and the exact role of solar radiation in prebiotic processes. It is now
generally accepted that the recent climate change on Earth has been influenced by
human activity. It is also clear that continued emissions of greenhouse gasses in the
atmosphere will cause further warming and changes in all components of our
climate system. Therefore, improving our knowledge of the solar radiative and
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particle emission and of the mechanisms behind their changes is fundamental to
advance our understanding of the climate system on Earth as well as to improve the
accuracy of models predicting future climate scenarios.

4.6.2.1 The influence of radiation on environmental conditions and habitability of
the early Earth

Environmental conditions and therefore habitable conditions on the early Earth
were dependent on a complex interplay between the early evolution of the Sun and
the surface volatile envelope of the early Earth. Solar evolution must have played an
important role, controlling atmospheric chemistry and temperatures and therefore
the existence and state of water at the surface. It also provided the energy for certain
critical prebiotic molecular reactions and may even have destroyed some molecular
species. Pre-ozone levels of UV flux to the Earth’s surface certainly affected
processes and early metabolisms. The evolution of the Sun throughout the early
period of geological history when life was getting a foothold therefore contributed to
the early evolution of life. Thus, the emergence and early evolution of life must have
depended a lot on the Sun and its physical environment.

4.6.2.2 Habitability
It is useful here to begin with a brief discussion of the concept of habitability and the
Habitable Zone (HZ) around a star (see figure 4.21). Originally defined as the zone
in which liquid water exists at the surface of a planet [442], it is now understood that
other parameters, such as cloud cover, need to be taken into account and that the
habitable zone can be extended. Indeed, with respect to icy satellites and exoplanets,
the concept changes. Here, bodies of liquid water below icy crusts are maintained by
internal planetary processes and tidal heating due to the gravitational resonance of
the icy satellite with the main planet. These bodies are far outside the traditional HZ.
The timing of, and the processes leading to the emergence of life on Earth were

Figure 4.21. Classical view of the Habitable Zone predicated on the existence of liquid water at the surface of a
planet. The planets of the Solar System, with the exception of Earth, are either too hot or too cold. This image
has been obtained by the authors from the Wikipedia website, where it is stated to have been released into the
public domain. It is included within this article on that basis.
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predicated on the initial establishment of habitable conditions, namely the presence
of liquid water at relatively low temperatures less than 120 °C, the presence of
prebiotic molecules, and the availability of energy sources. However, prior to the
installation of these initial conditions, the Earth had already undergone a rather
violent history. Understanding when exactly the Earth became habitable is challeng-
ing because we are lacking a well-preserved rock record covering the first billion
year’s history of the planet: The earliest crust was thoroughly recycled through
tectonic processes and impacts during the Hadean (4.56–4.0 Ga, 1 billion years
ago = 1 giga annum = 1 Ga) and the Eo-Palaeoarchaean (4.0–3.2 Ga). It is thus
necessary to base our understanding on theoretical considerations coming from
modeling, comparative planetology, and the use of any information on the oldest,
well-preserved rocks on Earth. They date back to 3.5 Ga, i.e., one billion years after
the consolidation of the planet.

4.6.2.3 Early atmosphere(s) and oceans
Life arose within the ephemeral envelope of liquid and gaseous volatiles that
enclosed a solid crust and mantle of silicate rocks, which in turn enclosed a core
of solid and liquid iron, nickel, sulphur, and other elements, all fractionated out
during the formation of the planet. The Earth consolidated from planetesimals at
about 4.56 Ga. Initially heated by short-lived radio nucleotides, such as 28Al, the
early magma ball slowly cooled down, degassing a first, mainly H2 atmosphere [443].
At this stage, too hot and without liquid water, the Earth was uninhabitable. One or
more Moon-forming impacts reduced the Earth again to a magma ocean, either
totally or at least partially, the last of which occurred between 4.9 and 4.43 Ga [444]
or about 4.45 Ga according to [445]. The magma ocean rapidly crystallized out
within at most a million years (see, e.g. [446]), outgassing a short-lived steam
atmosphere of H2O and CO2 originating from an oxygenated mantle, the CO2

outgassing earlier because of its lower solubility in magma, and H2O later because of
its higher solubility [447]. Oxygenation of the early mantle, as deduced from
chondritic D/H ratios, was critical to the composition of the outgassed atmosphere.
A reduced mantle (i.e., low in oxygen) would have produced an atmosphere rich in
atomic hydrogen that would have been more rapidly lost to space due to interactions
with the solar wind and the radiation conditions [448], whereas a CO2-rich
atmosphere would result in IR cooling of the upper atmosphere, thus decreasing
atmospheric expansion and the risk of erosion by solar processes [447]. It is
estimated that the early atmosphere was dense, comprising about 100 bar CO2

and a couple of hundred bars of H2O [449], the latter raining out as ocean.
The contribution of volatiles to the Earth’s envelope is the subject of much

debate. Different hypotheses oscillate between the accretion of the planet from
volatile-rich planetesimals and their degassing with minimal importation from later
accreted materials [450], to major importation through carbonaceous chondrites,
micrometeorites, and interstellar dust particles (IDPs) [451]. The surface of the crust
would have needed to be sufficiently cool for the volatiles to condense out into a
liquid ocean. Models of the cooling of the crust correlated to the gradual waning of
the flux of large impactors that boiled off portions of the early oceans suggest that
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habitable conditions, i.e., temperatures below 120 °C, could have been present as
early as 4.4 Ga [452].

The composition and density of the early atmosphere were crucial to both
environmental conditions and the existence of an early ocean. Both were partly
influenced by the evolution of the young Sun. Extreme ultraviolet (EUV and XUV)
radiation (1–103 nm) was the main source of energy and ionisation in the upper
atmosphere, thus influencing atmospheric escape [453]. In particular, the rotation of
the young Sun must have affected the flux of XUV coming to the Earth. Lammer
et al [454] estimate that this flux could have been about 15 times greater than at
present for a slowly rotating young Sun, and up to 150 times greater for a fastly
rotating young Sun. Both XUV and EUV radiation from the young Sun were
therefore higher during the Hadean (4.56–4.0 Ga) but decreased with time, together
with x-ray and magnetic activity [455]. However, in what is known as the Faint
Young Sun Paradox, the lower luminosity of the young Sun (about 70% lower than
today) at the time that it became a main-sequence star meant that during the
Hadean/Palaeoarchaean period the Earth must have been at the outer, cold edge of
the HZ around the Sun, with frozen water. Nevertheless, evidence exists that this
may not have been the case and there are numerous hypotheses concerning the
temperature of the early atmosphere, depending on the composition and partial
pressures used in the models. While one model indeed suggests that water at the
surface of the Earth should have been frozen [456], others suggest various
mechanisms for warming up the atmosphere to get a liquid water surface. For
example, surface temperatures on the Earth were and still are influenced by
absorption of visible and near infrared radiation from the Sun. Absorption of the
internal infrared radiation warms the atmosphere and some of this radiation is
reflected back down onto the Earth’s surface, thus warming it up and contributing to
the total radiation energy received from the Sun. On the other hand, the Earth is
cooled by emission of thermal infrared radiation, akin to black body radiation [457].
These processes are in thermal equilibrium.

Both CO2 and H2O, the so-called greenhouse gases contributing to warming up of
the surface of the Earth, are believed to be present in the early atmosphere of the
Earth. H2O is a stronger greenhouse gas than CO2, absorbing infrared radiation
over a wide range of wavelengths [458]. Other greenhouse gases that may have been
present include CH4, which warms the atmosphere far more efficiently than does
CO2. While today most Methane in the atmosphere is of biogenic origin, abiotic
production of Methane through serpentinisation reactions of the mafic crust,
releasing a small but significant fraction of CH2 into the atmosphere [459], could
have been predominant on the Hadean Earth. The only way CH4 can be removed
from an oxygen-poor atmosphere is through photolysis at wavelengths below 145
nm, thus producing CH3, CH2, and CH radicals [460]. This gives an estimated
lifetime between 10 000 and 20 000 years for CH4, much longer than the lifetime of
CH4 in today’s oxygenated atmosphere, equal to only 10 years. There is a caveat to
high abundances of CH4 in the atmosphere. If they are too high an organic haze is
formed [461], which has a significant albedo effect, reflecting the Sun’s radiation
back into space and thus cooling the surface.
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This albedo, expressing the fraction of solar radiation reflected back into space by
the clouds and the surface plays a crucial role in the warming of the Earth. It is
determined by the interaction between the variables mentioned earlier and governs the
negative feedback of increasing infrared outbound radiation due to increasing
temperature that leads to cooler surface temperatures [457]. Moreover, a recent study
[462] has added the intriguing hypothesis that tidal heating between the young Moon
and the Earth could have contributed to potential heat sources other than the faint
young Sun. Ocean condensation from a primordial steam atmosphere may already
have occurred around 4.4 Ga [452], but it is difficult to estimate exactly when
temperatures became conducive enough to initiate prebiotic processes leading to the
emergence of life.

Based on geochemical arguments, the volume of the early oceans is estimated to
be between 30% and 50% larger than today, slowly losing mass through H2O
dissociation and hydrogen escape [463, 464]. The larger volume of water probably
implied that the early protocontinents were largely submerged. Ocean salinity was
likely similar or slightly higher (30%) than modern values [449, 465].

4.6.2.4 Prebiotic chemistry and the emergence of life
The basic initial conditions for prebiotic reactions to occur are the presence of liquid
water, organic molecules, and a source (or sources) of energy (figure 4.22). Various
catalyzers and other controls must also have been necessary to ensure that the
kinetics of the reactions were fast enough and that the reactions went forward, i.e.,
were irreversible. Kinetic barriers are a requirement to ensure the irreversibility of
these reactions. Robert Pascal and Addy Pross have been influential in highlighting
the absolute need for such kinetic barriers, and the role of especially high-energy
radiation in providing the initial free energy needed to set in motion the prebiotic
processes leading to life [466, 467]. Since more than 150 kJ mol−1 is necessary to fuel

Figure 4.22. Kinetic energy barriers and sources of energy for the initiation of prebiotic reactions. (A) (left)
Driving a catalytic cycle (R, reactant; C, catalyst; I, intermediate; M, downstream metabolite) to proceed
unidirectionally by coupling with an energy source. (right) Irreversibility requires the waste of an amount of
free energy corresponding to the kinetic barrier of the reverse reaction (ΔG≠). (B) Comparison of different
sources of energy available in planetary environments: electromagnetic radiation (correspondence with
frequency and wavelength in abscissa), thermal energy (black body radiation curves displaying spectral
radiance in ordinate: at 647 K, the critical point of water, blue line; 1600 K, representing typical Hadean
magma temperatures red line; and 3500 or 6000 K, dark and light orange lines, surface temperatures of
examples of M-stars or G-stars as the Sun, respectively) and lightning (T ⩾ 104 K). [467]
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initial reactions, these authors point out that such high energy could not have been
provided by the geothermal sources traditionally proposed as the source of energy
for prebiotic reactions. Hadean lavas at 1600 °C would have produced only 70 kJ
mol−1. On the other hand, three other processes exist that could produce enough
energy: (1) thermal energy at ∼3600 Kelvin produced by shock metamorphism
caused by impacts; (2) lightning in the atmosphere (a bolt of lightning can reach 29
725 °C); and (3) physical energy produced by photochemical processes at wave-
lengths of about 800 nm (150 kJ mol−1). The latter is the dominating wavelength of
radiation emanating from main-sequence G stars. The amount of 150 kJ mol−1 is the
minimal energy needed to initiate self-organization of molecules in a manner that
could not be reversed.

Photochemical dissociation of CO2 and CH4 in the atmosphere fueled by UV and
lightning can yield organic molecules, such as HCN and CH2O [468]. Strecker’s
synthesis of organic molecules in an experiment reproducing an early, reduced
atmosphere of H2S, CH4, NH3 and CO2 subjected to lightning (spark discharge)
was the first major prebiotic experiment undertaken [34]. Smallprim organic molecules
were also formed through Fischer–Tropsch processes in the crust during the alteration
of the ultramafic (rich in Fe and Mg) crustal rocks by through-flowing hydrothermal
fluids that formed serpentine. This produced Methane, longer-chain alkanes, and
more complex organic molecules [469, 470]. It has been suggested that organic matter
may also have been degassed from the planetesimals forming the Earth [471, 472].
Nevertheless, the most important flux of organic matter to the early Earth must have
come from space in the form of the carbonaceous meteorites (carbonaceous
chondrites, CC), micrometeorites, and interplanetary dust particles (IDPs) that also
contributed volatiles to the Earth’s atmosphere and oceans [450, 473]. These materials
can contain a huge variety of molecular compounds; for example, reference [474]
estimated that more than 14 000 compounds exist in the Murchison meteorite.

Layers of impact spherulites from the early terranes in South Africa and in the
Pilbara in Australia (3.5–3.2 Ga) confirm the continuing and significant flux of
impactors during the Palaeoarchaean era (3.6–3.2 Ga, [475, 476]), but it is only
recently that evidence for the presence of extraterrestrial carbonaceous matter found
in these sediments has been documented [477]. This observation is remarkable
because it is the first time that extraterrestrial carbonaceous matter has been found in
terrestrial sediments and also the oldest evidence (3.33 Ga). Interestingly, micro-
meteorites have been proposed to be the carriers of this ancient extraterrestrial
carbonaceous matter.

The role of high-energy impacts has been invoked by reference [478] as an
important source of energy with respect to the possible emergence of life on other
planets, such as Mars and even exoplanets. The most important supply of the
required high energies came from solar radiation, and this has important implica-
tions for the kinds of environments in which life could have emerged, either in the
sea or on exposed land. In favor of the latter scenario, the emergence of life on land
[479] implies that photochemically formed molecules underwent concentration and
complexification in ponds, eventually becoming living cells, before being transported
by rivers to the sea, which the cells then colonized. Other suggested favorable
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environments for prebiotic chemistry and the emergence of protocells and of the first
living entities include metal-rich, alkaline hydrothermal vents (see figure 4.23) [469,
480–482], or hydrothermal sediments [483].

What is of interest here is the relationship between the proposed locations for the
emergence of life and the flux of solar radiation during the Hadean Earth. As was
noted above, high-energy radiation is necessary to initiate prebiotic processes to
overcome a kinetic barrier that is high enough to prevent reversibility of the
chemical reactions. Without free oxygen in the atmosphere and without an ozone
layer, radiation could reach the surface of the Earth with few obstacles. Some
attenuation could have occurred due to volcanic and impact dust in the atmosphere,
but these episodes would have been sporadic and localized, although supervolcano
eruptions can eject significant quantities of dust into all levels of the atmosphere,
remaining there for many years. We also noted above the possibility of photo-
chemistry resulting in an organic haze if the atmospheric CH4 concentrations were
too high. Obviously, energetic radiation, especially at wavelengths below 103 nm
and providing energies greater than 100 kJ mol−1, would have illuminated exposed
landmasses, and this is one of the reasons why prebiotic processes may have
occurred in such environments on land. However, landmasses on the Hadean Earth
must have been restricted to sparse emerged volcanic edifices, such as Iceland or
Kerguelen today. Indeed, the prevailing hypothesis is that early continents
resembled submerged oceanic plateaus, like the Kerguelen Islands today.

Figure 4.23. The emergence of protolife in a hydrothermal vent [482] John Wiley & Sons (2010).

EPS Grand Challenges

4-61



Unfortunately, the lack of preservation of Hadean crust excludes a better under-
standing of the geological nature of the early Earth as the habitat for the emergence
of life. However, if the Palaeoarchaean Earth is, to a certain extent, a representative
of the Hadean Earth in this respect, we can make some hypotheses about the
environments necessary for the emergence of life, also taking into account the
influence of radiation.

As a result of tectonic cycling and impact ‘gardening’ of the early Earth, its
geological record is very patchy and restricted to a few remnants, and even fewer
well-preserved remnants), of volcanic and sedimentary rocks that were formed on
top of the early protocontinents. There is little evidence for sediment deposition at
depths much beyond 100 m or so, while much evidence exists for the deposition in
shallow waters, in an offshore to littoral setting. Also, rare deposits of subaerial
sedimentation exist in the form of alluvial fans. The question is to what depth the
high-energy radiation, necessary for initiating prebiotic chemistry, could penetrate
in the early oceans? Radiation penetration in seawater is dependent on wavelength,
as well as on the transparency of the waters. During eruption and impacts, large
amounts of detritus would decrease transparency, but these events would have been
relatively spaced out in time. There would have been periods in between such events
that may have been relatively long (perhaps 104–106 years), when little detritic
sedimentation existed in the shallow seas and lagoons, but these were also periods of
quieter hydrothermal activity. Nevertheless, a certain fraction of the high-energy
radiation required for initial prebiotic processes is strongly attenuated in water.
Wavelengths between 200 and 1000 nm (i.e., mid-UV to visible light) are absorbed in
the upper 1 cm of the ocean, while higher and lower wavelengths can penetrate to
deeper depths. In practice, the longer wavelengths of visible light can penetrate to
depths of roughly 50 m in seawater.

Does this mean that locations such as hydrothermal vents and their associated
sediments were not conducive to initiating prebiotic chemistry? This is not
necessarily the case. Organic molecules could have rained down through the
atmosphere to the surface of the Earth, both to ocean and exposed landmasses.
At the surface of the ocean, soluble organic matter could have been dissolved and be
reprocessed by photochemistry in the upper layers of the water. The products would
then sink through the water column to the seafloor and be incorporated into the
chemical processing taking place in and around hydrothermal vents. Note that these
vents occurred at all depths on the sea floor, including the very shallow near-shore
and littoral regions.

While high-energy radiation is apparently required for initiating prebiotic
chemistry [467, 479], it is also destructive to organic molecules, especially those
that are compositionally and structurally more complex, as was demonstrated by
exposure experiments carried out in space and in the laboratory [471, 484]. Thus, at
a certain point in the chemical processes leading to the emergence of life, the
molecular building bricks of life needed to be protected from radiation.
Environments below the penetration depth of UV or in subaqueous sediments or
low-temperature hydrothermal vents would be protected. Subaerial environments,
on the other hand, would not provide such protection. Since wetting/drying cycles
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are one of the ways to concentrate prebiotic molecules and promote their
incorporation (e.g., RNA inside lipid vesicles), the radiation flux could be a severe
hindrance to the survivability of the molecules (see, e.g., [485]). One point of interest
regarding the effects of the fainter young Sun is that, while glaciated conditions have
been proposed for the Hadean period because of the uncertainties regarding the
warming of the early atmospheres, the ancient sedimentary horizons demonstrate
absolutely no evidence for glaciated conditions. The formations preserved were
largely deposited in shallow waters close to the coastline. These would have been the
first areas to be glaciated. On the contrary, there is ample evidence for the presence
of liquid water, with waves and storms effortlessly interacting with the underlying
sediments [483]. Indeed, volcanic activity accompanied by abundant hydrothermal
activity ensured that, at the rock/water interface, temperatures must have been
rather warm, up to 70 °C [486].

4.6.2.5 How does the solar emission vary on different timescales?
A specific feature of the Sun’s internal dynamo and the associated magnetic activity
is the modulation of its output. This modulation manifests itself on many different
timescales, with the dominant one being the 11-year Schwabe or sunspot cycle. The
400 year long international sunspot number record represents the longest direct time
series of solar activity indices available to us and provides an important insight into
the existence of some longer term cyclic variations. Indirect methods such as mass
spectrometry now also allow us to infer levels of solar activity throughout the
duration of the Holocene using the measurement of 14C and 10Be isotopes inside tree
rings and ice cores. These records have enabled the identification of longer but more
intermittent cyclic variations. These longer cycles include the Gleissberg cycle (80–
150 years), the de Vries/Suess cycle (210 years), and the Hallstatt cycle, a quasi-
periodic cycle of 2000–2400 years. In general, these datasets indicate that during the
last eleven millennia, the Sun has spent most of its time at moderate activity levels,
between 15%–20% in so-called Grand minima and around 10%–15% of its time in
Grand maxima [487]. The Grand minima appear to be the result of a stochastic and
distinct dynamo mode, persisting for both short and longer periods, while the origin
and frequency of Grand maxima remains a topic of considerable debate [487]. On
shorter timescales a quasi-biennial (2-year) oscillation in various solar activity
proxies has also been identified by many authors [488, 489] as well as in helioseismic
frequency measurements, that reveal an oscillation with 11 years of periodicity [490].

A direct consequence of these cycles of magnetic activity is the episodic release of
stored magnetic energy and its conversion into other forms such as kinetic energy,
accelerated particles, electromagnetic radiation, and heat. This energy release
manifests itself observationally as solar flares, during which rapid and localized
enhancements across the electromagnetic spectrum occur, accompanied by the
acceleration of charged particles. The largest enhancements occur in the UV,
EUV, and x-ray regions of the spectrum and since these photons travel at the speed
of light their impacts are felt rapidly (8 min later) inside the Earth’s magnetosphere,
ionosphere, and upper atmosphere. The frequency of flares follows well, though not
perfectly, the sunspot cycle, and some of the largest flares of previous solar cycles
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occurred during the declining phases of activity. The reason for this has been an
open question for many years, and is still not well understood.

Often associated with some flares, but sometimes occurring with no obvious flares
or other signatures at all, are coronal mass ejections (CMEs). CMEs are ‘bubbles’ of
plasma and magnetic fields sporadically expelled from the Sun’s atmosphere. In
contrast to the flares that often accompany them, their effects on the solar surface are
typically global and their speeds range from a few hundred km s−1 to over 2000 km s−1

for the fastest events. While this is significantly slower than the speed of light, one of
the key properties of CMEs is their speed relative to the ambient solar wind. If their
speed is larger, they can drive shock waves that accelerate ambient charged particles to
high energies, increase their global extent, and the magnetic field inside the bubbles. In
particular, the orientation of the CME magnetic field with respect to the Earth’s
magnetic field is critical in determining the scale of effects within the magnetosphere,
the ionosphere, and the upper atmosphere. When a wide and fast CME with
Southward directed internal magnetic field arrives at Earth, several conditions may
be satisfied for the onset of a geomagnetic storm. The magnetosphere is pushed inward
and the position of the magnetopause (the so-called stand-off distance where inward
pressure of solar wind and outward magnetic pressure of the Earth compensate) is
reduced. The interaction of oppositely directed magnetic fields leads to a process
called reconnection, driving large field-aligned currents that open up the magnetic field
at the polar cap, thereby allowing energetic particles from the CME and solar wind to
enter the atmosphere and to interact with ambient particle species. The combination
of all of these effects on the environment near Earth is described by the term ‘space
weather’. The strength of the ensuing geomagnetic storm following the impact of a
CME depends not only on the properties of the CME, but also on the Earth’s
magnetic field and on the conditions within the magnetosphere. This significantly
complicates making a reliable prediction for the level of likely disruption, requiring
detailed understanding of the coupling of many scales between the site of reconnection
in the solar atmosphere and the Earth. For our digitally reliant and globally connected
societies, a large space weather event represents a genuine risk of significant disruption
to both ground- and space-based infrastructures, with associated safety, security, and
economic implications. For this reason, space weather features on the national risk
registers of many nations. Space weather is discussed in more detail in Chapter 5.

In addition to the solar energetic particles which are accelerated during flares and
CMEs, the Earth is, and has always been continuously bombarded by cosmic rays
that are produced outside our Solar System with typically much higher energy than
the particles produced by the Sun. The flux of cosmic rays that reaches the Earth is,
however, modulated by the solar magnetic field with the highest cosmic ray fluxes
reaching Earth during periods when the solar magnetic field is weakest. The
variation in galactic cosmic ray (GCR) flux depends also on the polarity of the
global solar field and exhibits a clear lag with respect to sunspot number, which is
also polarity dependent.

Stellar irradiance is a key component in almost every step in the formation and
evolution of planetary systems, even at the very earliest stages. For example, Gudel
[491] describes how the interaction between the circumstellar gas and dust disk
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during star formation influences the disk structure and subsequent planetary
formation, and how strong temperature gradients induced by x-ray heating of the
disk can produce the complex chemical conditions that are required for the
formation of planets and planetary atmospheres. The current spectral distribution
of solar irradiance is dominated by wavelengths in the optical and infrared regions of
the electromagnetic spectrum [492]. The total solar irradiance of the early Sun is
estimated to be about 75% of the current value [493], but with a significantly higher
UV component. The radiation that reaches the Earth’s surface also depends strongly
on atmospheric attenuation, highlighting the importance of the coupling between
external radiation and atmospheric composition and evolution. Today, atmospheric
attenuation provides us considerable protection from harmful UV radiation. All
UVC (<280 nm), most UVB (280–320 nm), and some UVA (320–400 nm) is blocked
by the existence of a stratospheric ozone. However, this was not the case for early
Earth, which had a rather different atmospheric chemistry and no Ozone.

Today it is well established that the total solar irradiance (TSI) varies by only
about 0.1% over the period of the sunspot cycle, but evidence accumulated over the
last 25 years indicates that that 0.1% total variation masks much larger wavelength-
dependent changes as large as 10% in the UV [494]. As we have seen from the
previous discussion on the emergence of life, variations in UV radiation can have
significant impacts on radiative heating, on the production of ozone, and on other
chemical reactions in the middle atmosphere.

Our understanding of stellar evolution, coupled with observational evidence from
solar mass stars (or solar analogues), such as T-Tauri stars, suggests that in its pre-
main sequence and early main-sequence evolutionary phase our Sun must have
rotated much more rapidly than it does today. The consequence of that rapid
rotation was a much stronger internal magnetic dynamo which would have led to
increased magnetic activity. The manifestations of that higher magnetic activity
would likely have included larger sunspots covering more of the solar disk, increased
frequency of flares and CMEs, and a stronger solar wind. Additional evidence to
support the presence of elevated solar activity comes from mineralogical studies,
which can only be explained by much higher fluxes of energetic protons bombarding
the Earth in its early evolution.

How can we tell from the study of solar analogues what the past evolution of our
Sun looked like? Soderblom et al [495] describe the factors that control the rotation
rate for solar mass stars a few 100Myr into their evolution. They find that the effect of
loss of angular momentum induced by a stellar wind on its rotation is primarily
determined by age. The rotation rate in turn controls the internal magnetic dynamo
and hence the level of magnetic activity. This feature of stellar evolution then provides
us with a means to infer the activity history of our own Sun through the study of solar
analogues spanning a range of ages back to early main sequence. Such a study is the
goal of the ‘Sun in Time’ program [491, 496]. Gudel [491] also notes that while it is
difficult to determine precisely how much more active the young Sun must have been,
if it has followed a typical main-sequence behavior, a rotation period that is one order
of magnitude shorter than the current period of 25–35 days is likely. This implies an
x-ray flux that would be 100 times larger than the present level.
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While such studies tell us that the Sun must have been more active in the past,
how that activity will evolve in the future is far less understood. Even on relatively
short timescales of stellar evolution, the recent extended minimum phase of solar
cycle 23 sparked a fierce debate about the likelihood of an impending Grand
minimum. It is clear that convection and rotation, and especially differential
rotation, are critical to the generation of the global dipolar field, and helioseismic
measurements increasingly indicate the additional importance of shear stress both
for field amplification and surface dynamo processes [497]. What remains a
challenge for all current dynamo models is to accurately reproduce cyclic effects,
and since the cyclic variation of magnetic activity correlates with increased radiation
and particle output, this is a key area of future research.

4.6.2.6 How does solar variability affect the Earth's climate and life?
The Sun has provided the dominant external energy source for our planet since its
formation. On the basis of observations of flaring activity in T-Tauri stars, Canuto
et al [498] estimated that the young Sun could have emitted 104 times more UV
radiation in the Archean period than it does today. Meert et al [499] argue that this
strong UVB radiation was able to reach the Earth’s surface before the development
of the ozone layer, and must have been a key selection driver in evolutionary terms,
favoring the development of organisms capable of burrowing vertically and to
develop exoskeletons. UV radiation also promotes vitamin D synthesis and affords
protection against some viruses and bacteria, equally important positive evolu-
tionary drivers. Nitrogen is present in all complex biologically important molecules
but molecular nitrogen requires ‘nitrogen fixation’ for those complex compounds to
form. High temperatures are required for this fixation to occur which could be
created through lightning, shock heating, as well as by solar UV radiation, as
discussed by reference [500]. In particular, this work explores how the increased level
of solar activity during the Sun’s young and rapidly rotating phase could have
provided the conditions necessary for this fixation to occur through the increased
frequency for the occurrence of so-called ‘superflare ejections’ that produced
elevated levels of high-energy radiation and energetic particles.

One key way in which solar variability continues to affect the Earth is through
climate forcing. Historically the only solar forcing term included in climate
simulations was total solar irradiance (TSI). However, the growing recognition of
the importance of spectral solar irradiance (SSI) variability, as well as energetic
particle precipitation, has led to the inclusion of SSI in stratospheric models [501–
504]. Solar forcing has additional effects beyond atmospheric heating and ozone
production, also influencing the lower atmosphere and oceans, as demonstrated by
[502] and more recently by [505]. Matthes et al [466] note that in addition to volcanic
activity, solar variability is a central external driver of climate variability, and that
the relative stability of the sunspot cycle may provide a useful tool for improving the
reliability of climate predictions on timescales as long as decades. While the effect of
energetic particles produced during solar flares, CMEs, and galactic cosmic rays
(GCRs) on ionization levels in the ionosphere and subsequent changes in chemical
composition is well established and relatively well understood [506], a significant
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controversy remains about the influence of energetic particles on cloud production.
The process of aerosol formation seeded by energetic ions has been demonstrated in
the lab, but Dunne et al [507] find that the connection between GCRs and cloud
production is not very strong.

4.6.3 The grand challenges

From the above, it is clear that our understanding of the early environment of Earth,
the environment(s) in which life must have emerged, is far from being well-defined.
One of the greatest problems is the lack of a well-preserved crust older than 3.5 Ga.
The high degree of metamorphic alteration of older crustal fragments from
Greenland and Canada complicate deciphering of the environmental record,
although new in situ techniques and new discoveries of geochemical proxies for
environmental signatures are starting to overcome the problem of metamorphic
overprint. New areas of very ancient crust may yet be discovered under the Antarctic
ice cover, although the scenario of investigating emerging life at places with molten
ice is unpopular from the point of view of global warming. Perhaps other deposits
hosting reworked ancient zircon crystals dating back to more than 4 Ga may be
brought to light in the future. Geochemical signatures in ancient zircons have been
used as proxies to infer the presence of relatively low-temperature hydrothermal
fluids and hydrated crust, taken as evidence for the existence of oceans at already 4.3
Ga [508, 509], but it was later recognized that the zircons were actually much
younger, and date from the Eo-Palaeoarchaean [510].

One important question is, to what extent can we use the well-preserved
Palaeoarchaean rocks as a proxy for the Hadean? Did protocontinents exist in the
Hadean, as in the Palaeoarchaean? On the basis of the abundant inherited zircon
crystals supposedly inherited from the Hadean era [511], it was originally believed that
they would have been common, but the redating of the zircons showed them to be Eo-
Palaeoarchaean in age and not Hadean. The presence of a felsic crust, i.e., a
fractionated crust formed by water interaction with an ultramafic, basaltic so-called
protocontinental crust, is testified by geochemical signatures in younger, Eo-
Palaeoarchaean rocks [512]. It may not be possible to realistically determine how
abundant the Hadean protocontinents were. Only very rare enclaves of such crust have
survived even to the Palaeoarchaean. The presence or not of protocontinents and
exposed landmasses is of relevance for early prebiotic chemistry and, to a large extent,
to the emergence of life. What was the influence of radiation on subaerial environments
in the Hadean and how did it affect prebiotic chemistry and the emergence of life?

The cooling of the Earth after the last, giant Moon-forming impact, the timing of
the outgassing of the atmosphere, the condensation of the oceans, the heat flux from
the mantle, and the early solar emissivity are all closely interlinked. On the early
Earth there was a more or less continuous influx of extraterrestrial organic matter, as
well as small organic molecules produced in the chemical reaction of hydrothermal
fluids with crustal rocks by the chemical Fischer–Tropsch process. Furthermore,
organic molecules were formed in the atmosphere by chemical Strecker synthesis.
After the Moon-forming impact, and the subsequent ubiquitous volcanic and
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hydrothermal activity as the Earth was cooling down, the earliest moment when
prebiotic chemistry could have been initiated must have been when oceans
condensed and when water temperatures became colder than 120 °C. As we have
argued above, the temperature must also have been controlled by the composition of
the atmosphere. For example, what was the partial pressure of CO2 during the
Hadean, what were the greenhouse gases? Was there an organic haze because of
photo-dissociation of CH4 in the atmosphere? What was the amount of cloud cover
and its effects on albedo? This information can be approached through modeling
and comparative planetology and hopefully the use of geochemical proxies for
mantle temperature and composition. The same holds for the volatile composition
of the early Earth’s outer envelope.

There is an active discussion going on concerning the origin of the Earth’s volatile
layer. Were the planetesimals that formed the Earth rich in volatiles that subsequently
outgassed, as suggested by [450], or did a majority of them arrive in a late veneer of
extraterrestrial origin [513]? Today it is believed that the Earth’s volatile inventory is of
mixed origin, but there is much room for improvement in our understanding [514].

These considerations are of enormous relevance to the search for extraterrestrial
life. Finding traces of life elsewhere, either on Mars, on icy satellites such as Europa
or Enceladus, or on exoplanets using biosignature gaseous combinations, will
underline the hypothesis that, under certain environmental conditions, chemistry
and physics may natuarally lead to biology, that life is a indeed natural consequence
of physics and chemistry, ‘vital dust’ as was proposed by the Nobel Prize laureate
Christian deDuve in 1995. The future NASA Europa Clipper and ESA JUICE
missions to Jupiter’s moon Europa and planned missions to Saturn’s moon
Enceladus will go a long way in helping us to understand the processes leading to
the emergence of life and the importance of solar radiation for prebiotic chemistry,
that is provided they find convincing traces of life.

Today the magnetic field of the Earth protects us from radiation originating from the
Sun and beyond, but when did the magnetic field appear? The oldest traces of
magnetism on Earth are found in rocks as old as 3.42 Ga from the Barberton
Greenstone Belt [515, 516]. Previous interpretations of a Hadean magnetic field based
on analysis of zircon crystals [517] have been shown to be erroneous [518]. However,
there was already a dynamo on Mars that left its imprint in magnetized rocks dating to
4.2 Ga [519]. Mars did not undergo a magma ocean-forming impact as did the Earth
and, thus cooled down more rapidly than the Earth. The initiation of a magnetic
dynamo requires that the outer core be in a molten state. The magnetic field ofMars was
of short duration and rapidly disappeared, with the core cooling rapidly. This
contributed largely to the erosion of the volatile envelope of Mars and its climatic
degradation. Could a magnetic field have been initiated on Earth much earlier than 3.5
Ga? This question will have to be addressed by modeling and comparative planetology.

It is clear that variations in solar activity have played, and continue to play, a key
role in the evolution of the conditions that support life on Earth. While our ability to
accurately predict the strength and duration of the solar cycle has made substantial
progress in recent decades, dynamo models still struggle to reproduce the observed
asymmetry in sunspot number and duration of each solar cycle. A key element of the
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regeneration of the global magnetic field during every cycle is the polarity reversal,
and our vantage point on the Earth–Sun line has severely restricted our ability to
obtain good observations of the polar magnetic field throughout the solar cycle. The
extended mission phase of Solar Orbiter, launched in February 2020, will provide
important breakthroughs when it begins to leave the ecliptic plane. Given that the
solar cycle includes two 11-year sunspot cycles and two polarity reversals, it will be
important to ensure the continued availability of such measurements beyond the
Solar Orbiter’s extended mission.

What also still remains beyond our current reach is the reliable identification of
the mechanism that triggers flares and CMEs. This is not just needed to improve
space weather forecasting tools. It is the fundamental underpinning science that is
needed to understand energy release in magnetized plasmas throughout the Universe
as well as in the laboratory, including problems as diverse as plasma confinement in
tokamaks, the habitability of exoplanets, and the functioning of blazar jets. Progress
in this area requires the ability to reliably measure the magnetic field throughout the
atmosphere, particularly inside the corona where the energy is released, and to
measure corresponding plasma changes that trace where energy is released and
transported. Much like the reliable forecasting of space weather events, one of the
challenges here is the complex coupling between different scales, which requires
observations at both very high spatial and temporal resolution, and over large fields
of view. Simulations, particularly data driven, will also be crucial in this respect.

The uncertainties around the solar forcing of climate is another major challenge,
both from the perspective of the uncertainty in the forcing term itself, as well as from
that in the uncertainty of the simulated response of the climate. Long-term
stable and well-calibrated observations in the UV and shorter wavelengths are
needed here in order to improve both model validation and simulations. While there
is currently significant disagreement over the importance of GCRs in seeding clouds,
the effect of energetic particles on climate is an area that needs further exploration,
including the impact of variations in the strength of the solar magnetic field that
modulates the GCR flux reaching Earth. But the strength of the solar magnetic field
may have broader impact. A study by Lockwood [520] found evidence that extreme
winter temperatures in the Northern hemisphere may be the result of a solar
influence on the occurrence of jet stream ‘blocking’ events in the Atlantic. While that
is both a regional and seasonal effect, it raises the question of how to quantify the
importance of longer-term variations in solar magnetic field strength on climate
timescales, both regionally and globally. Finally, the greatest uncertainty in our
understanding of solar spectral irradiance is in the UV and at even shorter
wavelengths where measurements must be made outside the Earth’s atmosphere.
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